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Preface

This book is designed for the course, entitled ‘Language and
Linguistics', which my colleagues and I teach to first-year students
at the University of Sussex. Very few of these students come to the
University with the intention of taking a degree in Linguistics.
some of them, having had their interest aroused by the course, do
in fact transfer into Linguistics from other subjects. The vast
majority, however, go on to complete their degree-work, as we
expect that they will, in the discipline which they originally chose
as their major subject in applying for admission, Our aim,
therefore, in teaching ‘Language and Linguistics’ is to introduce
our students to some of the more important theoretical concepts
and empirical findings of modern linguistics, but to do so at a
relatively non-technical level and in a way that emphasizes the
connections between linguistics and the many other academic
disciplines that are concerned, for their own purposes and from
their own point of view, with the study of language. I trust that this
book will prove to be equally suitable for similar courses on
language, which now exist at many universities, polytechnics and
colleges of education, both in this country and abroad. I hope that
it will be of some interest also to the general reader who wishes to
learn something of modern linguistics.

This book is broader in coverage, and less demanding in its
central chapters, than my Introduction to Theoretical Linguistics
(1968). It is correspondingly less detailed in its treatment of many
topics. But I have appended to each chapter a list of suggestions
for further reading. This should be comprehensive enough for
lecturers and instructors using the book to make a selection
according to their knowledge of the field and their theoretical
preferences; and they can add to my list of books a number of
important journal articles which, unless they have been reprinted
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in accessible publications, I have as a matter of policy excluded.
The Bibliography is geared to the annotated Suggestions for
Further Reading and is representative of most, if not all, points of
view. For the benefit of students using the book without
specialized guidance, and to help the interested general reader
who wishes to go further into the subject, I have picked out about
twenty general textbooks and collections of articles and asterisked
these in the Bibliography. Here too | have been careful to make a
representative selection — representative both of different theore-
tical viewpoints and of different levels of exposition,

Each chapter has associated with it a set of Questions and
Exercises. Some of these are straightforward revision guestions
that can be answered without further reading. Some — especially
those containing quotations from other works on linguistics — will
oblige the student to consider and evaluate opinions different from
those which I put forward myself in this book. A few of the
questions are quite difficult; I would not expect students to be able
to answer them, without assistance, on the basis of a ten-week
course in Linguistics. On the other hand, [ think it is important that
students taking such courses should be given some sense of what
Linguistics is like at a more advanced, though not necessarily more
technical, level; and it is surprising what can be achieved by means
of a little Socratic midwifery!

1 would make the same comment in respect of the one problem
that 1 have included (after the chapter on Grammar). 1 invented
this many years ago, when I was teaching a course at Indiana
University, and it has been used since then, by me and by others,
as a fairly demanding exercise in linguistic analysis, Anyone who
can come up with a solution that satisfies the demands of
observational and explanatory adequacy in less than two hours will
not need to read the central chapters of this book!

Although Language and Linguistics is very different from my
Introduction to Theoretical Linguistics, it is informed with the
same sense of the continuity of linguistic theory from the earliest
times to the present day. I have not included a chapter on the
history of linguistics as such, but within the limits of the space
available for this 1 have tried to set some of the more important
theoretical issues in their historical context. And I have written a

Preface %

brief chapter on structuralism, functionalism and generativism in
I|r1gu'i$tilcs~ since the relations among these movements are., in my
view, either neglected or misrepresented in most textbooks. In
particular, generative grammar is commonly confused, on the 1::rne
hand, \f-rith a certain kind of transformational-generative grammar
lormalized by Chomsky, and, on the other, with what 1 have hera:
called “generativism’, also propagated largely by Chomsky. In my
Own very brief treatment of generative grammar in this book. as
.-ulac_a in my Chomsky (1977a) and elsewhere, I have tricd1 to
maintain the necessary distinctions. Personally, I am fully commit-
t.m[ to the aims of those who use generative grammars as models
for the description — for theoretical, rather than practical
purposes ~ of the grammatical structure of natural languages A;
will be evident from this book, I reject many, though not all nf the
tenets of generativism, Nevertheless, I have presented tl;em as
r;.u rly and as objectively as I can, My aim, throughout, has been to
give equal weight to both the cultural and the biological basis of
language. There has been a tendency in recent years to emphasize
the latter to the detriment of the former.
. I must here record my appreciation of the assistance given to me
in the writing of this book by my colleagues, Dr Richard Coates
f”'*l Dr Gerald Gazdar. They have both read the whole work
in :iruﬂ and made many helpful critical comments, as well as
supplying me with advice in areas where their expertiﬁc is greater
than mine. Needless to say, they are not to be held responsible for
any of the opinions expressed in the final version, the more so, as -
I am hgppy to affirm publicly - we still disagree on a numb;r of
theoretical issues.

I should also like to express my indebtedness to my wife, who has
not only given me the necessary moral support and love wll't]c I was
writing the book, but has also served as my model general reader for
several chapters and has corrected most of the proofs for me. Once
again, I have had the benefit of the specialized and syrnpa-ithetic
editorial advice of Dr Jeremy Mynott and Mrs Penny Carter of
Cambridge University Press: and [ am very grateful to them.

Falmer, Sussex
January ro81



I
Language

1.1 What is language?

Linguistics is the scientific study of language. At first sight this

definition — which is one that will be found in most texthooks and
general treatments of the subject - is straightforward enough. But
what exactly is meant by ‘language’ and ‘scientific’? And can
linguistics, as it is currently practised, be rightly described as a
science?

The question “What is language?” is comparable with — and,
some would say, hardly less profound than — “What is life?", the
presuppositions of which circumseribe and unify the biological
sciences, Of course, “What is life?"” is not the kind of question that
the biologist has constantly before his mind in his everyday work. It
has more of a philosophical ring to it. And the biologist, like other
scientists, is usually too deeply immersed in the details of some
specific problem to be pondering the implications of such general
questions. Nevertheless, the presumed meaningfulness of the ques-
tion “What is life?" — the presupposition that all living things share
some property or set of properties which distinguishes them from
non-living things - establishes the limits of the biologist’s concerns
and justifies the autonomy, or partial autonomy, of his discipline.
Although the question “What is life?"" can be said, in this sense, to
provide biology with its very reason for existence, it is not so much
the question itself as the particular interpretation that the biologist
puts upon it and the unravelling of its more detailed implications
within some currently accepted theoretical framework that nourish
the biologist’s day-to-day speculations and research. So it is for the
linguist in relation to the question “What is language?"

The first thing to notice about the question “What is language?”
is that it uses the word ‘language’ in the singular without the
indefinite article, Formulated as it is in English, it thus differs
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grammatically, if not in meaning, from the superficially similar
question “What is a language?” Several European languages have
two words, not one, to translate the English word ‘language’: cf.
French ‘langage’ : ‘langue’, Italian ‘linguaggio’ : ‘lingua’; Spanish
‘lenguaje’ : ‘lengua’. In each case, the difference between the two
words correlates, up to a point, with the difference in the two senses
of the English word ‘language’. For example, in French the word
‘langage’ is used to refer to language in general and the word
‘langue’ is applied to particular languages. It so happens that
English allows its speakers to say, of some person, not only that he
possesses a language (English, Chinese, Malay, Swahili, etc.), but
that he possesses language. Philumw,_and

linguists commonly make the point that it is the possession of
language-which most clearly distinguishes man from other anima anlmais
We shall be looking into the substance of this claim in the prese present
chapter. Here I wish to emphasize the obvious, but important, fact
that one cannot possess (or use) nawu@ma-
sessing (or using) some particular natural language.

I have just used the term ‘natural language’; and this brings us to
another point. The word ‘language’ is applied, not only to English,
Chinese, Malay, Swahili, etc, - i.e. to what everyone will agree are
languages properly so called — but to a variety of other systems of
communication, notation or calculation, about which there is room
for dispute. For example, mathematicians, logicians and computer
scientists frequently construct, for particular purposes, notational
systems which, whether they are rightly called languages or not,
are artificial, rather than natural. So too, though it is based on
pre-existing natural languages and is incontrovertibly a language, is
Esperanto, which was invented in the late nineteenth century for
the purpose of international communication. There are other sys-
tems of communication, both human and non-human, which are
quite definitely natural rather than artificial, but which do not seem
to be languages in the strict sense of the term, even though the word
‘language’ is commonly used with reference to them. Consider such
phrases as ‘sign language’, ‘body language’ or ‘the language of the
bees’ in this connection. Most people would probably say that the
word ‘language’ is here being used metaphorically or figuratively.
Interestingly enough, it is ‘langage’, rather than ‘langue’, that
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would normally be used in translating such phrases into French.
The French word ‘langage’ (like the Italian ‘linguaggio’ and the
Spanish ‘lenguaje’) is more general than the other member of the
pair, not only in that it is used to refer to language in general, but
also in that it is applied to systems of communication, whether they
are natural or artificial, human or non-human, for which the
English word ‘language’ is employed in what appears to be an
extended sense,

The linguist is concerned primarily with natural languages. The
question “What is language?" carries with it the presupposition that
each of the several thousand recognizably distinct natural la nguages
spoken throughout the world is a specific instance of something
more general. What the linguist wants to know is whether all
natural languages have something in common not shared by other
systems of communication, human or non-human, such that it is
right to apply to each of them the word ‘language’ and to deny the
application of the term to other systems of communication — except
in so far as they are based, like Esperanto, on pre-existing natural

languages. This is the question with which we shall be dealing in the
present chapter.

1.2 Some definitions of ‘language’

Definitions of language are not difficult to find. Let us look at some.
Each of the following statements about language, whether it was
intended as a definition or not, makes one or more points that we
will take up later. The statements all come from classic works by
well-known linguists. Taken together, they will serve to give some
preliminary indication of the properties that linguists at least tend to
think of as being essential to language.

(1) According to Sapir (1921: 8): “Language is a purely human
and non-instinctive method of mmmuﬁﬁgti?giﬂﬁ'-L_— , emotions and
desires by means of voluntarily produced symbols.” This definition
suffers from several defects, However broadly we construe the
terms ‘idea’, ‘emotion’ and ‘desire’, it seems clear that there is much
that is communicated by language which is not covered by any of
them; and ‘idea’ in particular is inherently imprecise. On the other

hand, there are many systems of voluntarily produced symbols that
we only count as languages in what we feel to be an extended or




4 Language

metaphorical sense of the word ‘language’. For ::xamp]le, wf'tat is
now popularly referred to by means of the expression body
language’ - which makes use of gestures, postures, eye-gaze, ete. -
would seem to satisfy this part of Sapir’s definition. Whether it is
purely human and non-instinctive is, admittedly, open to doubt.
Bul s0 too, as we shall see, is the question Whl?the.r lafnguage:s
properly so called are both purely human an:d pu:.m—mstmctwe. This
is the main point to be noted in Sapir’s definition.
(i1) In their Qutline of Linguistic Anaiysit'r Bloch & Trager wrote
(1942: 5): “*A language is a system of arbitrary w_:mal g*.r_.mbnls, by
means of which a social group co-operates.” What is striking about
this definition, in contrast with Sapir’s, is that it makesl no appe:a],
except indirectly and by implication, to the co mmunlc‘:atwefu nction
of language. Instead, it puts all the emphasis upon its social func-
tion; and, in doing so, as we shall see later, it takes a rather narrow
view of the role that language plays in society. The Bloch & Trager
definition differs from Sapir’s in that it brings in the property of
arbitrariness and explicitly restricts language to 5p0k‘¢n language
(thus making the phrase ‘written language’ cuntrad}ctnr}']. The
term ‘arbitrariness’ is here being used in a rather special sense: we
will come back to this presently. We will also come back to the
question of the relation that holds between language and speech.
All that needs to be said at this point is that, as far as natural
languages are concerned, there is a close connection between lan-
guage and speech. Logically, the latter presuppjnses the forr:c]cr: one
cannot speak without using language (i.e. wnhm_lt speaking in a
particular language), but one can use language without speaking.
However, granted that language is logically independent of speech,
there are good grounds for saying that, in all natural laFguages as
we know them, speech is historically, and perhaps blqluglcally,
prior to writing. And this is the view that most linguists take.
(iii) In his Essay on Language, Hall (1968: 158), teI%s us that
language is “the institution whereby humans -::ommumcater_@d
interact with each other by means of habitually used oral-auditory

———

arbitrary symbaols’ . Among the points to notice here are, first of all,
the fact that both communication and interaction are introduced

into the definition (‘interaction’ being broader than and, in this
respect, better than ‘co-operation’) and, second, that the term
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‘oral-auditory’ can be taken to be roughly equivalent to ‘vocal’,
differing from it only in that ‘oral-auditory’ makes reference to the
hearer as well as to the speaker (i.e. to the receiver as well as the
sender of the vocal signals that we identify as language-utterances).
Hall, like Sapir, treats language as a purely human institution;
and the term ‘institution’ makes explicit the view that the language
that is used by a particular society is part of that society’s culture.
The property of arbitrariness is, once again, singled out for
mention,

What is most noteworthy in Hall's definition, however, is his
employment of the term ‘habitually used’; and there are historical
reasons for this. Linguistics and the psychology of language were
strongly influenced, for about thirty years or so, especially in
America, by the stimulus-response theories of the behaviourists:
and within the theoretical framework of behaviourism the term
‘habit” acquired a rather special sense. It was used with reference to
bits of behaviour that were identifiable as statistically predictable
responses to particular stimuli. Much that we would not normally
think of as being done as a matter of habit was brought within the
scope of the behaviourists’ term: and many textbooks of linguistics
reflect this more or less technical use of the term and, with its
adoption, commit themselves, by implication at least, to some
version or other of the behaviourists’ stimulus-response theory of
language-use and language-acquisition. It is now generally accepted
that this theory is, if not wholly inapplicable, of very restricted
applicability both in linguistics and in the psychology of language.

Hall presumably means by language ‘symbols’ the vocal signals
that are actually transmitted from sender to receiver in the process
of communication and interaction, But it is now clear that there is
no sense of the term ‘habit’, technical or non-technical, in which the
utterances of a language are either themselves habits or constructed
by means of habits. If ‘symbol’ is being used to refer, not to
language-utterances, but to the words or phrases of which they are
composed, it would still be wrong to imply that a speaker uses such
and such a word, as a matter of habit, on such and such an occasion.
One of the most important facts about language is that there is, in

general, no connection between words and the situations in which
they are used such that occurrence of particular words is predic-
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table, as habitual behaviour is predictable, from the situations
themselves. For example, we do not habitually produce an utter-
ance containing the word ‘bird’ whenever we happen to find
ourselves in a situation in which we see a bird; indeed, we are 1o
more likely to use the word ‘bird’ in such situations than we are in all
sorts of other situations, Language, as we shall see later, is stimulus-
free. .
(iv) Robins (1979a: 9-14) does not give a f-::-‘rp'lal definition of
language: he rightly points out that such definitions “tend to be
trivial and uninformative, unless they presuppose . . . some general
theory of language and of linguistic analysis". But he does list Em.d
discuss a number of salient facts that “must be taken into accuun’E in
any seriously intended theory of language". Throughout successive
editions of this standard textbook, he notes that !anguagers are
“symbol systems . . . almost wholly based on pure or al:bltrary
convention”, but lays special emphasis on their flexibility and
adaptability.! There is perhaps no logical incumPatiblility between
the view that languages are systems of habit (*habit’ i?em ' :Ec-nstrued
in a particular sense) and the view expressed by Robins. Itis 3:f1'31' a1ll
conceivable that a habit-system should itself change over tnnnlz,, in
response to the changing needs of its users. But the termt‘hahu is
not one that we usually associate with adaptable behaviour. "F:v’e
shall need to look a little more closely at the notion of infinite
extensibility later, And we shall then see that a distinction must be
drawn between the extensibility and modifiability of a system anld
the extensibility or modifiability of the products of that system. Itis
also important to recognize that, as far as the system is concerned,
some kinds of extension and modification are theoretically more
interesting than others. For example, the fact that new words can
enter the vocabulary of a language at any time is of far less th:ecr:r-
etical interest than is the fact that new grammatical cnnstru::tmr}s
can, and do, arise in the course of time. One of the central issues in
linguistics is whether there are any limits to this latter kind of
modifiability and, if so, what the limits are. ;
(v) The last definition to be quoted here strikes a very different

! In earlier editions (1064: 14; 1971: 13), he says; "Languages are infinitely extend-
able and modifiable according to the changing needs and conditions of 1!1,5
speakers.” In the most recent edition ‘adaptable’ replaces “infinitely extendable’,
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note: “From now on I will consider a language to be a set (finite or
infinite} of sentences, each finite in length and constructed out of a
finite set of elements.” This definition is taken from Chomsky's
Syntactic Structures (1957: 13), whose publication inaugurated the
movement known as transformational grammar. Unlike the other
definitions, it is intended to cover much else besides natural
languages. But, according to Chomsky, all natural languages, in
either their spoken or their written form, are languages in the sense
of his definition: since (a) each natural language has a finite number
of sounds in it (and a finite number of letters in its alphabet - on the
assumption that it has an alphabetic writing system); and (b),
although there may be infinitely many distinet sentences in the
language, each sentence can be represented as a finite sequence of
these sounds (or letters). It is the task of the linguist describing
some particular natural language to determine which of the finite
sequences of elements in that language are sentences and which are
non-sentences. And it is the task of the theoretical linguist who
Interprets the question *“What is language?” as meaning “What is
natural language?” to discover, if he can, the structural properties,
If there are any, whereby natural languages differ from what, in
contrast with them, may be called non-natural languages.

It is Chomsky's belief — and he has stressed this increasingly in his
more recent work — not only that there are indeed such structural
properties, but that they are so abstract, so complex and so highly
specific to their purpose that they could not possibly be learned
from scratch by an infant grappling with the problem of acquiring
his native language. They must be known to the child, in some
sense, prior to and independently of his experience of any natural
language, and used by him in the process of language acquisition. It
s because Chomsky holds this view that he describes himself as a
rationalist, rather than an empiricist. We will come back to this
point (cf. 7.4).

Chomsky’s definition of ‘language’ has been quoted here largely
for the contrast that it provides with the others, both in style and in
content. It says nothing about the communicative function of either
natural or non-natural languages; it says nothing about the symbolic
nature of the elements or sequences of them. Its purpose is to focus
attention upon the purely structural properties of languages and to
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suggest that these properties can be investigated Ifmm a m.athffmati-
cally precise point of view. It is Chnmsk}"s_ma;ur contribution to
linguistics to have given particular emphasis to what he calls the
structure-dependence of the processes whereby sentences are con-
structed in natural languages and to have formulated a .gflmara]
theory of grammar which is based upon a particular definition of
his property (cf. 4.6).
t Tlf;a h!:fe ge(ﬁnitiuns of ‘language’ quoted and briefly discussed
above have served to introduce some of the properties which some
linguists have taken to be essential features of languages as we know
them. Most of them have taken the view that languages are ?},rstf.',ms
of symbols designed, as it were, for the purpose of colmmumcau?n,
And this is how we will look at languages below, in the s&ctm‘n
entitled “The semiotic point of view': semiotics, as we shalllseel, is
the discipline or branch of study that is devoted to the investigation
of symbolic and communicative behaviour. The question that will
concern us at that point will be whether there is any simple property
or set of properties that distinguishes natural languages from Imher
semiotic systems. Some of the properties that have been mentioned
here are arbitrariness, flexibility and modifiability, freedom from
stimulus control, and structure-dependence. Others will be added
to this list in due course. The relation between language and speech
will be dealt with in 1.4.

1.3 Language-behaviour and language-systems

It is now time, however, to draw some necessary distinctions of
sense within the term ‘language’. 1 have already referred to the
distinction between language in general (‘langage’, to use 'Ehe
French term) and a particular language (‘langue.*).1The adjective
‘linguistic’ is similarly ambiguous (even when it is relatable to
‘language’ rather than ‘linguistics’). For example, the phrase
‘linguistic competence’, which has been employed by Chomsky alnd,
following him, others to refer to a person’s n_mstr:r}.r of a piirl‘:ﬁ?u-
lar language is no less naturally cnnstn:ulzd in everyday Englhih
as having reference to the ability or facility that someone might
have for the acquisition or use, not of a Ianguage_, bu.t of laflguagc,
(And whenever the word ‘language’ is used ad]echa..lly in r:nm-
pound nouns it is subject to the same kind of ambiguity: cf. ‘lan-
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guage-competence’, ‘language-acquisition’.) Very often the ambi-
guity is of no consequence or is resolved by the context. When it is
important to keep the two senses of ‘language’ apart, [ shall do so.

To use one particular language rather than another is to behave in
one way rather than another. Both language in general and particu-
lar languages may be looked at as behaviour, or activity, some of
which at least is observable, and recognizable as language-
behaviour, not only by participant-observers (i.e. speakers and
hearers in so far as we are restricting our attention to spoken
language), but also by observers who are not themselves involved at
the time in this characteristically interactive and communicative
behaviour. Furthermore, although it is of the essence of language-
behaviour that it should be, in general, if not on each and every
occasion, communicative, it is usually possible for external obser-
vers to recognize language-behaviour for what it is, even when they
do not know the particular language that is being used and cannot
interpret the utterances that are the product of the behaviour that is
being observed. -

Language, then, can be considered, legitimately enough, from a
behavioural (though not necessarily a behaviouristic) point of view.
But language in general and particular languages can be considered
from at least two other points of view. One of these is associated
with the terminological distinction that Chomsky has drawn be-
tween ‘competence’ and ‘performance’; the other, with the some-
what different distinction that Ferdinand de Saussure drew in
French, at the beginning of the century, between ‘langue’ and
‘parole’,

When we say of someone that he speaks English, we can mean
one of two things: either (a) that he, habitually or occasionally,
engages in a particular kind of behaviour or (b) that he has the
ability (whether he exercises it or not) to engage in this particular
kind of behaviour. Referring to the former as performance and the
latter as competence, we can say that performance presupposes
competence, whereas competence does not presuppose perfor-
mance. Put like this, the distinction between competence and per-
formance is relatively uncontroversial. So too is Chomsk y's further
puint that, however broadly we construe the term ‘linguistic com-
petence’, we must recognize that the language-behaviour of par-
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ticular persons on particular occasions is determined by many other
factors over and above their linguistic competence. There is much
in Chomsky's more detailed formulation of the notion of linguistic
competence that is highly controversial. But this need not coneern
us at present (cf. 7.4). Here it is sufficient to note that, for
Chomsky, what linguists are describing when they are describing a
particular language is, not the performance as such (i.e. beha-
viour), but the competence of its speakers, in so far as it is purely
linguistic, which underlies and makes possible their performance.
One's linguistic competence is one's knowledge of a particular
language. Since linguistics is concerned with identifying and giving
a satisfactory theoretical account of the determinants of linguistic
competence it is to be classified, according to Chomsky, as a branch
of cognitive psychology,

The distinction between ‘langue’ and ‘parole’, as it was originally
drawn by Saussure, subsumed a number of logically independent
distinctions. Most important of these were the distinction between
what is potential and what is actual, on the one hand, and the
distinction between what is social and what is individual, on the
other (cf. 7.2). What Saussure called a ‘langue’ is any particular
language that is the common possession w members of a
given language-community (i.e. of all those who are acknowledged
to speak the same language). The French term ‘langue’, which, as
we have seen, is simply one of the ordinary words meaning
“language”, is usually left untranslated in English when it is being
employed technically in its Saussurean sense. We will introduce the
term ‘language-system’ in place of it; and we will contrast this with
‘language-behaviour’, initially at least, in the way that Saussure
contrasted ‘langue’ and ‘parole’. A language-system is a social
phenomenon, or institution, which of itself is purely abstract, in
that it has no physical existence, but which is actualized on particu-
lar occasions in the language-behaviour of individual members of
the language-community. Up to a point, what Chomsky calls
linguistic competence can be identified, readily enough, not with
the language-system, but with the typical speaker’s knowledge of
the language-system. But Saussure gave special emphasis to the
social or jpstitutional character of language-systems. Therefore, he
thought of linguistics as being closer to sociology and social psycho-
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logy than it is to cognitive psychology. Many other linguists have
taken the same view. Others, however, have held that language-
systems can, and should be, studied independently of their psycho-
logical or sociological correlates. We return to this point in Ch apter
2. Let us for the present simply note that, when we say that the
linguist is interested in language, we imply that he is interested

“—-v——-—rl——'f__""'- 5 '
primarily, 1Mmum of language-systems.

1.4 Language and speech

It is one of the cardinal principles of modern lin guistics that spoken
language is more basic than written language. This does not mean,
however, that language is to be identified with speech. A distinction
must be drawn between language-signals and the medium in which
the signals are realized. Thus it is possible to read aloud what is
written and, conversely, to write down what is spoken, Literate
native speakers of a language can tell, in general, whether this
process of transferring a language-signal from one medium to the
other has been correctly carried out or not. In so far as language is
independent, in this sense, of the medium in which langu age-signals

are realized, we will say that language has the property of medium.

- ~iman

transferability. This is a most important property — one to which far
too little attention has been paid in general discussions of the nature
of language. It is a property which, as we shall see, depends upon
others and which, with them, contributes to the flexibility and
adaptability of language-systems.

In what sense, then, is spoken language more basic than written
language? And why is it that many linguists are inclined to make it a
defining feature of natural languages that they should be systems of
vocal signals?

First of all, linguists see it as their duty to correct the bias of
traditional grammar and traditional language-teaching. Until re-
cently, grammarians have been concerned almost exclusively with
the language of literature and have taken little account of everyday
colloquial speech. All too often they have treated the norms of
literary usage as the norms of correctness for the language itself and
have condemned colloquial usage, in so far as it differs from literary
usage, as ungrammatical, slovenly or even illogical. In the course of
the nineteenth century, great progress was made in the investiga-
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tion of the historical development of languages. Scholars came to
realize more clearly than before that changes in the language of
written texts of different periods ~ changes of the kind that over the
centuries transformed Latin into French, Italian or Spanish, for
example — could be explained in terms of changes that :nac! taken
place in the corresponding spoken language. The Dc.'"tmu]w. and
ubiquity of language-change is considerably obscured in the u.-.'ntten
texts of the past that have come down to us by the c:f:bnservatlsm of
scribal traditions in many cultures, and by the ccrnt1mu_sd use over
long periods, in legal and religious documents and in hterat!::re, of
an increasingly archaic style of writing. All the great literary
languages of the world are derived ultimaféTi,_Fl_';_?n.:L_tllE_spuk_f;g
anguage of particular communities. Furt ore, itisa mlatter of
historical accident that the usage of one region or of one social class
should have served as the basis for the development of a standard
literary language in particular communities and that, consequently,
the dialects of other regions or of other social classes shauldlnn.w be
regarded, as they often are, as inferior, or ﬁubstand:llrd: valrtet!es of
the language. Such is the force of the traditional prE]},ldll‘."ﬂ in famur
of the standard language in its written form, that it is very difficult
for linguists to persuade laymen of the fact rhsft non-standard
dialects are, in general, no less regular or systematic than _strandar@_
“literary languages and have their own norms of correctness, imman-
ent in the usage of their native speakers. One of tl_1r.=: first ant:.l most
difficult tasks for students of linguistics is to acquire the ab1!|ty to
consider spoken language on its own terms, as il, were, without
thinking that the pronunciation of a word or phrase is, or should be,
determined by its spelling. h
The desire to redress the balance in favour of the unprejudiced
investigation of speech and spoken language does not u::f_ course
justify the adoption of the principle that spoken language is more
basic — and not simply no less basic — than written language. So T.r%mt
does 'basic’ mean? The historical priority of speech over writing
admits of little doubt. There is no human society known to e:lfist or
to have existed at any time in the past without the capacity of
speech. Although languages, as we know them today in mr:rst Parts
of the world, may be either written or spoken, the vast majority of
societies have, until recently, been either totally or very largely
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illiterate. Historical priority, however, is far less important than
other kinds of priority implied by the term *basic’ in this context:
structural, functional and, arguably, biological.

The structural priority of spoken language may be explained as
follows, If we neglect, for the moment, any differences of style that
there might be between corresponding written and spoken
languages and make the assumption that every acceptable spoken
sentence can be converted into an acceptable written sentence, and
conversely, then we have no reason to think of either as being
derived, except as a matter of historical fact. from the other, The
structure of written sentences depends upon identifiable distinc-
tions of shape; the structure of spoken sentences upon identifiable
distinctions of sound. In the theoretically ideal case of a one-to-one
correspondence holding between the spoken and the written
sentences of a language, each written sentence will be isomorphic
with (i.e. have the same internal structure as) the corresponding
spoken sentence. For example, if the written sentences make use of
an alphabetic writing-system, particular letters will stand in corres-
pondence with particular sounds and particular combinations of
letters will be in one-to-one correspondence, as words or phrases,
with particular combinations of sounds. Not all combinations of
letters are acceptable; nor are all combinations of sounds, But there

s an important difference between letters and sounds in this re-
spect. The potentiality that the sounds used in a particular language
have for combining with one another depends in part upon the
properties of the medium itself (certain combinations of sounds are
cither unpronounceable or difficult to pronounce) and in part upon
the more specific restrictions that hold for that language alone, The
potentiality that letters have for combining with one another is
totally unpredictable in terms of their shape, It is predictable,
however, to a greater or less extent, in all languages that make use
of an alphabetic writing-system in terms of the association of par-
ticular shapes with particular sounds and of the potentiality that the

sounds have for combining with one another in speech. In this

respect, therefore, spoken language is structurally more basic than
written language, even though the two might be isomorphic, in the
theoretical ideal at least, at the level of such larger units as words
and phrases. It should be noted that this point does not hold with
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respect to languages that make use of writing-sylstems in which
there is no association of particular shapes with particular sounds as
such, but with words. It does not hold, for example, with respatit to
Classical Chinese, written in the traditional charactE{s, gr Ancient
Egyptian, written in hieroglyphs. It is because thf:re is, in general,
no structural priority of spoken language over written language, as
far as Chinese is concerned, that much the same written language
can be put into correspondence with quite distinct and mutually
incomprehensible spoken dialects.

Functional priority is easier to explain ar!d understand. Eve‘n
today in the most literate of modern in dustria?med and bureaucratic
societies, the spoken language is used for a wider range of purposes
than the written, and writing serves as a functional substitute .fur
speech only in situations which make vocal—auditr:‘:rry communica-
tion impossible, unreliable or inefficient. And .the invention of the
telephone and tape-recorder has made Ipcss:ble t!m use of the
spoken language in circumstances in which the written language
would have been employed in the past. It was for the‘ purposes of
reliable communication at a distance and the preservation nf impor-
tant legal, religious and commercial documents that writing was
originally invented. The fact that written texts have been useu_:l for
such important purposes throughout history and are more reliable
and more enduring than spoken utterances (or were so until modern
methods of recording sound were developed) has contributed to the
greater formality and prestige of written language in many cultures.

We now come to the more controversial question of biological

priority. There is muc hat human beings are geneticall
pre-programmed, not only to acquire language, but also, and as

part of the same process, to produce and remgr}ize speech-sounds.
It has often been pointed out that what the linguist commonly refers
to as the speech organs (or vocal organs) — the lungsr the vocal
cords, the teeth, the tongue, etc, — all serve some biologically 1m011e
basic function than that of producing vocal signals. This is md1_s=
putably the case: the lungs are used in breath}ng, the teeth1 in
chewing food, and so on. None the less, all babies start babbling
when they are a few months old (unless they suﬁisr fmmr some
inhibiting mental or physical disability); and babbling, which in-
volves the production of a much wider range of sounds than may be
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found in the speech of those with whom the child comes into
vontact, cannot be satisfactorily explained in terms of the child’s
parrot-like imitation of the sounds that he hears around him.
Furthermore, it has now been demonstrated experimentally that
babies are capable, in the very first weeks of life, of distinguishing
speech sounds from other sounds and are predisposed, as it were, to
pay attention to them. Man’s nearest relatives among the higher
primates, though they have much the same physiological apparatus,
tlo not show the same prédisposition to produce or distinguish the
sounds characteristic of human speech. This may be the principal
reason why attempts to teach spoken language to chimpanzees have
failed, though a considerable measure of success has been achieved
In teaching them languages, or language-like systems, whose signals
are produced manually and interpreted visually, (It is now known
that, in their natural habitat, chimpanzees communicate among
themselves by means of gestures as well as with vocal | signals; and
their gestura § appear to be much more richly differentiated

than their vocal calls: cf. 1.7.) Finally, there is the fact that the two

hemispheres of the human brain are functionally asymmetrical after
childhood, one of them being dominant with respect to the perfor-

mance of particular operations. In most people it is-the left hemis-
q:lg_r_v_:: that is dominant; and the left hemisphere carries out mu :
I u.-nzﬁmmEﬁj
speech-sounds, though not offier kinds of sound, than the right
A P e s e
Evidence of this kind, though not conclusive, is highly suggestive.

According to one plausible hypothesis, human lan guage developed,
il some point in the evolution of the species, out of a gestural,
rather than a vocal, system of communication; and there are many
reasons why this might have happened. Whether this hypothesis is
vorrect or not, the evidence summarized in the preceding paragraph
jroints to the conclusion that, for man in his present state of evolu-
tionary development, sound, and more particularly the range of
iudible sound that can be produced by the human speech organs, is
the natural, or biologically basic, medium in which language is
realized, If this is so, linguists are justified, not only in their use of

the term ‘speech organs’, but also in their postulation of a non-
contingent relation between languages and speech.
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The fact remains, however, that there is a difference between
biological and logical priority. As has been emphasized already,
language has to a very high degree the property of medium-
transferability. In the normal course of events, children acquire a
command of the spoken language naturally (i.e. by virtue of their
biological endowment and without special training), whereas read-
ing and writing are special skills in which children are given special
instruction based upon their prior knowledge of a spoken language.
Nevertheless, not only children, but also adults, can learn to read
and write without excessive difficulty; and it is quite possible,
though unusual, to learn a written language without having a prior
command of the associated spoken language. It is also possible to
learn gestural systems of communication that are based upon
neither a spoken nor a written language, as are some of the systems
used by the deaf and dumb. If we were to discover a society using a
written or gestural system of communication that had all the other
distinguishing properties of language, but was never realized in the
spoken medium, we would surely refer to this system of commu-
nication as a language. One should not, therefore, place too much
emphasis on the biological priority of speech.

Furthermore, when it comes to the problem of describing par-
ticular languages, there is good reason for the linguist to treat the
corresponding written and spoken languages as more or less, rather
than absolutely, isomorphic. It is only in the theoretical ideal, as I
said earlier, that there is complete isomorphism, No writing-system
yet devised (other than the systems of transcription designed by
phoneticians for this very purpose) provides for the representation
of all the significant distinctions of speech. It follows that there are
generally several non-equivalent ways of pronouncing the same
written sentence, differing in stress, intonation, etc. Punctuation-
marks and the use of italics or capitals serve much the same purpose
in written language as do stress and intonation in spoken language,
but the former can never adequately represent the latter. Due
recognition must also be given to the fact that there are always both

Ff_unctmnal and structural differences between currespandmg

_spoken and written languages. ] he extent of the difference varies,
for historical and cultural reasons, from one language to another. In
Arabic and Tamil, for example, the difference in both grammar and
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vocabulary is very considerable. It is less striking in English, Even
in English, however, there are words, phrases and grammatical
constructions that are felt to be too colloquial for the written
language (e.g. ‘load of old cobblers’) or, conversely, too literary for
the spoken language (e.g. ‘any arrangements made heretofore
notwithstanding”).

The terms ‘colloquial’ and ‘literary’ are revealing. There is a clear
distinction to be drawn, in principle, between ‘colloquial’ and
‘spoken’, on the one hand, and between ‘literary’ and *written’ on
the other. The distinction is hard to maintain in practice; and for
some languages the distinction between differences of medium
(‘spoken’ vs. ‘written') and differences of style (‘colloquial’ vs.
‘literary’) does not make much sense. Nor does the distinetion
between differences of medium and differences of dialect (‘stan-
dard’ vs. ‘non-standard’, etc.). The theoretical postulate of iso-
morphism between written and spoken language is part and parcel
of what is referred to below as the fiction of homogeneity (cf. 1.6).

1.5 The semiotic point of view

'*u,mmtn:s has I:u;‘.cn variously descnbed as the science of signs, of

much dlscusmnn within s semiotics, of The ¢ di]‘}'erence between signs,
symbols and signals; and of the scope of the term ‘communication’.
For present purposes, we will think of semiotics as having to do with
communication-systems; and we will construe ‘communication’,
fairly broadly, as not necessarily implying the intention to inform. It
is only if the term is construed in this way that one can talk about
animal communication without begging some controversial philo-
sophical questions,

There are certain concepts relevant to the investigation of all
communication-systems, human and non-human, natural and arti-
licial. A signal is transmitted from a sender ta a receiver (or group of
receiversi-along a channel of communication. The signal will have a
particular form and will ccnv%ﬂmni@
The connection between the form of the signal and its meaning 1s
established by what (in a rather general sense of the term) is
commonly referred to in semiotics as the code: the message is
encoded by the sender and decoded by the receiver.
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Looked at from this point of view, natural languages are codes,
and they may be compared with other codes in all sorts of ways: in
terms of the channel along which the signals are transmitted; in
terms of the form, or structure, of the signals; in terms of the Kind or
range of the messages that may be encoded; and so on. The problem
lies in deciding what properties of the codes, or of the communica-
tion-systems in which they operate, are significant for the purpose
of comparison and what properties are either insignificant or of less
importance. This problem is aggravated by the fact that many of th‘e
properties that one might select as criterial are gradable, so that it
may be more important to compare codes in terms of the degree to
which a certain property is present than in terms simply of whether
the property is present or not. Rather absurd comparisons between
languages and the communication-systems used by particular
species of birds and animals have sometimes been made on the basis
of the selection of certain properties to the exclusion of others and
the failure to pay attention to the gradability of properties.

As far as the channel of communication is concerned, little need
be said, except that, unlike the codes used by many, if not all,
animals, language has the property, to a very high degree, of
medium-transferability. This point was made in the previous sec-
tion. The notions of medium and channel are, of course, intrinsi-
cally connected, in that the properties of the medium derive from
the properties of the normal channel of transmission. It is neverthe-
less important to distinguish the two notions in respect of language.
Both written and spoken language can be transmitted along a
variety of channels, When we use the term ‘medium’, rather than

‘channel’, we are not concerned with the actual transmission of
signals on particular occasions, but with the systematic functi.-:ma]
and structural differences between what is characteristically written
or characteristically spoken, Paradoxical though it may appear at
first sight, written English can be transmitted along the vocal-
auditory channel (i.e. by means of speech) and spoken English can
be transmitted in writing (though not very satisfactorily in the
normal orthographic script).
Perhaps the most striking characteristic of language by compari-
son with other codes or communication-systems is its flexibility and
versatility. We can use language to give vent to our emotions and
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feelings; to solicit the co-operation of our fellows; to make threats
Or promises; to issue commands, ask questions or make statements.
We can make reference to the past, present and future; to things far
removed from the situation of utterance - even to things that need
not exist and could not exist. No other system of communication,
human or non-human, would seem to have anything like the same
degree of flexibility and versatility. Among the more specific
properties that contribute to the flexibility and versatility of lan-
puage (i.e. of each and every language-system), there are four
that have frequently been singled out for mention: arbitrariness,
duality, discreteness and productivity,

(i) The term ‘arbitrary’ is here being used in a rather special
sense, to mean something like “inexplicable in terms of some more
general principle”. The most obvious instance of arbitrariness in
language — and the one that is most frequently mentioned - has to
do with the link between form and meaning, between the signal and
the message. There are sporadic instances in all languages of what is
traditionally referred to as onomatopoeia: cf. the non-arbitrary
connection between the form and the meaning of such onomato-
poeic words as ‘cuckoo’, ‘peewit’, ‘crash’, in English. But the vast
majority of the words in all languages are non-onomatopoeic: the
connection between their form and their meaning is arbitrary in
that, given the form, it is impossible to predict the meaning and,
piven the meaning, it is impossible to predict the form-—

It is obvious that arbitrariness, in this sense, increases the flexi-
bility and versatility of a communication-system in that the exten-
sion of the vocabulary is not constrained by the necessity of mat-
ching form and meaning in terms of some more general principle.
On the other hand, the fact that the link between form and meaning
at the level of the vocabulary-units of language-systems is, in general,
arbitrary has the effect that a considerable burden is placed upon
memory in the language-acquisition process. The association of a
particular form with a particular meaning must be learned for each
vocabulary-unit independently. Looked at from a semiotic point of
view, then, arbitrariness of this kind has both advantages and
disadvantages: it makes the system more flexible and adaptable, but
it also makes it more difficult and laborious to learn. There is the
further point that arbitrariness in a semiotic system makes the
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signals more difficult to interpret for anyone intercepting them wl:.o
does not know the system, This too has both advantages and dis-
advantages for the normal users of the system. Presurnab]y the
advantages must have outweighed the disadvantzfges‘ in the de-
velopment of language. In most animal mmmumcaltmnfsysterfls
there is a non-arbitrary link between the form of a signal and its
meaning. :

Arbitrariness is not restricted, as far as language is concerned, to
the link between form and meaning. It also holds, t_u $0Me con-
siderable degree, with respect to much of the gralmmatlcal strulcture
of particular languages, in so far as languages differ grammanca_lly
one from another. If this were not the case, it would be much easier
to learn foreign languages than it is. :

More controversial is Chomsky's thesis that a good deal of what is
common to the grammatical structure of all hlmnan languages,
including the operation of a very specific k1qd of structure-
dependency, is also arbitrary, in the sense that it cannot be ex-
plained or predicted in terms of the functions of }anguage, the
environmental conditions in which language is acquired and used,
the nature of human cognitive processes in general, or any fsc’fnr of
this kind. It is Chomsky’s view that human beings g_ri'g_en:t_u_:a.lly
endowed with a knowledge of the allegedly arbitrary general prin-
c_i__El?s which determine the grammatical ﬁr&c_@_gf_ aTH_laEggages.
All that needs to be said about this hypothesis here is that not all
linguists agree that such general principles as can be established are_

arbitrary in the intended sense, and that much current research in
theoretical linguistics is devoted to the attempt to show that they are
not, We will return to this point in Chapter 8.

(ii) By duality is meant the property of having two levels of
structure, such that units of the primary level are compased :::f
elements of the secondary level and each of the two levels h_as its
own principles of organization, It will be noticed that I have u‘ntm-
duced a terminological distinction here between ‘element E}nd
‘unit’. This is not a standard terminological distinction of Iingui_shcs.
However, it has a certain expository convenience; and it will be
maintained throughout this book.

For the present, we can think of the elementslnf Splﬂkﬁﬂ language
as sounds (more precisely, as what will be identified in Chapter 3 as
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phonemes). The sounds do not of themselves convey meaning,
Iheir sole function is to combine with one another to make units
which do, in general, have a particular meaning. It is because the
smaller, lower-level elements are meaningless whereas the larger,
higher-level, units generally, if not invariably, have a distinct and
identifiable meaning that the elements are described as secondary
and the units as primary. All communication-systems have such
primary units; but these units are not necessarily made up of
elements. Itis only if a system has both units and elements that it has
the property of duality, Most animal communication-systems,
Apparently, do not; and those that do are such that the units are not
combined with one another in the way that words are combined
with one another to form phrases and sentences in all human
languages.

T'he advantage of duality is obvious: a large number of different
units can be formed out of a small number of elements — many
thousands of words, for example, out of thirty or forty sounds. If
these primary units can be combined systematically in various ways
the number of distinct signals that can be transmitted - and con-
sequently the number of different messages - is increased enor-
mously. As we shall see presently, there is no limit to the number of
distinet language-signals that can be constructed in particular lan-
puages.

(iii) Discreteness is opposed to continuity, or continuous varia-
lion, In the case of language, discreteness is a property of the
secondary elements. To illustrate: the two words ‘bit' and ‘bet’
differ in form, in both the written and the spoken language, It is
fuite possible to produce a vowel-sound that is half-way between
the vowels that normally occur in the pronunciation of these two
words. But if we substitute this intermediate sound for the vowel of
bit" or ‘bet’ in the same context, we shall not thereby have pro-
nounced some third word distinct from either or sharing the charac-
leristics of both. We shall have pronounced something that is not
recognized as a word at all or, alternatively, something that is
Identified as a mispronounced version of one or the other. Identity

of form in language is, in general, a matter of all or nothing, not of
more or less,

Though discreteness is not logically dependent upon arbitrari-
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ness, it interacts with it to increase the flexibility and efficiency of
language-systems. For example it would be possible in principle for
two words differing minimally, but discretely, in form to be very
similar in meaning. Generally speaking, this does not happen: ‘bet’
and ‘bit' are no more similar in meaning than are any randomly
selected pairs of English words. The fact that words differing mini-
mally in form will usually differ considerably, rather than minimally,
in meaning has the effect of enhancing the discreteness of the
formal difference between them: in most contexts the occurrence of
one will be far more probable than the occurrence of the other, and
this reduces the possibility of misunderstanding in poor conditions
of signal-transmission. In animal communication-systems mnon-
discreteness (i.e. continuous variation) is often associated with
non-arbitrariness.

(iv) The productivity of a communication-system is the property
which makes possible the construction and interpretation of new
signals: i.e. of signals that have not been previously encountered
and are not to be found on some list - however large that list might
be — of prefabricated signals, to which the user has access. Most
animal communication-systems appear to be highly restricted with
respect to the number of different signals that their users can send
and receive. All language-systems, on the other hand, enable their
users to construct and understand indefinitely many utterances that
they have never heard or read before.

The importance of productivity has been stressed in the recent
linguistic literature, especially by Chomsky, with particular ref-
erence to the problem of accounting for the acquisition of language
by children. The fact that children, at a quite ME‘L’EQQL@-{D
produce utterances that they have never heard before is proof that
language is not learned solely by means of imitation and memoriza-
ti6m,. IR TG 9

It must be emphasized, in the discussion of productivity, that it is
not so much the ability to construct new utterances that is of crucial
importance in the evaluation of language-systems. For example, to
say that the communication-system used by the honey-bee in
indicating the source of nectar has the property of productivity is
quite misleading if it means that the system is, in this respect, like
human languages. The bee produces indefinitely many different
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signals (varying with respect to the vibrations of its body and the
angle that it adopts in relation to the sun). But there is continuous
variation in the signals, a non-arbitrary link between the signal and
ic message, and the system cannot be used by the bee to convey
information about anything other than the distance and direction of
the source of nectar,

: What is striking about the productivity of natural languages, in so
far as it is manifest in their grammatical structure, is the extreme
unmpllexity and heterogeneity of the principles which guarantee and
mlnstltutﬂ it. But, as Chomsky more than anyone else has insisted,
this complexity and heterogeneity is not unconstrained: it is rule-
governed. Within the limits set by the rules of the grammar, which
are perhaps partly universal Lan_d_paIﬂL‘Ef?ﬂi.ﬁg_LJ_EaTticuLaI,
languages, native speakers of a language are free to act creatively—
in what Chomsky would say is a distinctively human way - to
construct indefinitely _man?;u_uﬂi_ngei This notion of rule-
governed creativity is closely associated with that of productivity
(cf. 7.4); it has been of great importance in the development of
generativism,

The four general properties that have been listed and briefly
dim.}s?ed above — arbitrariness, duality, discreteness and pro-
ductivity — are all interconnected in various ways. Not only are they
present, as far as we know, in all languages, but they are present toa
very high degree. Whether they are all found in any communica-
tion-system other than language is questionable. But, if they are
they do not appear to be present to the same degree or to bf:
interconnected in the same way,

!.t is also worth pointing out, however, that these four properties
which are completely independent of both channel and medium’
are less characteristic of the non-verbal part of Ianguagersignalsj
Utterances are not just sequences of words. Superimposed upon
the string of words (i.e. the verbal part) in any spoken utterance
there will be two more or less distinguishable kinds of vocal
!wlaunumena: prosodic and paralinguistic. The prosodic features
include such things as stress and intonation; the par;]jnguistic, such
phenomena a loudness, etc. There will also be associated
with the spoken utterance a variety of non-vocal phenomena (eye-
movements, head-nods, facial expressions, gestures, body-posture,
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ete.) which further determine the structure or meaning of the
utterance and may also be described as paralinguistic. It is only the
prosodic phenomena that the linguist normally treats, with the‘_-_;
verbal features, as being determined by the language-system as
such. Both prosodic and paralinguistic phenomena, however, are.
an integral part of all normal language-behaviour in the spoken
medium. In so far as they lack the four general properties of
arbitrariness, duality, discreteness and productivity — or at least do
not manifest them to the same degree as does the verbal part of
language — the prosodic and paralinguistic features of language-
behaviour more closely resemble the features of various kinds of
animal communication.

Is language unique, then, to man? The answer to this question,
like the answer to the question ‘‘Is man unique among animals?",
depends very much upon what properties one decides to concen-
trate upon and make criterial in the definition of language. It is
equally legitimate to stress either the striking differences, both of
degree and of kind, between language and non-language or the no
less striking similarities. The linguist, the psychologist and the
philosopher may tend to emphasize the former; the ethologist, the
zoologist and the semiotician would probably stress the latter.

1.6 The fiction of homogeneity

So far we have been operating with what I will refer to as the fiction
of homogeneity: the belief or assumption that all members of the
same language-community speak exactly the same language. It is,
of course, possible to define the term ‘language-community’ in such
a way that it is made a matter of definition that there should be no
systematic differences of pronunciation, grammar or vocabulary in
the speech of its members. But if the term is interpreted as referring
to any group of people who would normally be said to speak the
same language, e.g. English, French or Russian, it then becomes a
matter of empirical discovery whether all the members of a particu-
lar language-community speak alike in all respects or not.

In all but the smallest language-communities throughout the
world there are more or less obvious differences of accent and
dinlect. OFf the terms ‘accent’ and ‘dialect’, the former is more
restricted than the latter: it refers solely to the way in which the
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language is pronounced and carries no implications whatsoever with
fespect to grammar and vocabulary. For example, it is possible,
and by no means uncommon, for a foreigner to be immediately
Identifiable as such by his accent and yet speak the language, as
lir as grammar and vocabulary are concerned, indistinguishably
[rom its native speakers. And it is possible for two native speakers
10 use what is otherwise the same dialect, but to speak it with a
tecognizably different accent. This is especially common if the
tlialect in question has, for historical reasons, acquired the status
of a national or regional standard. For example, most_educated
native-born inhabitants of England speak a dialect of Enghsh which
nppmxlmatcs more or less closely toa pmtﬂar kind of Standarﬂ_

Fnglish, but they will speak it w with an-aeeent-whicli reveals th their
peographical or social provenance. There is a  distinction to be
drawn, in everyday usage at least, between ‘accent’ and ‘dialect’,
Many linguists, however, subsume differences of accent under dif-
ferences of dialect. This purely terminological point is, in itself, of
no consequence, But it is important to realize that what is otherwise
the same dialect can be pronounced in strikingly different ways. It is
no less important to realize that, where there is no acknowledged
and long-established national and regional standard, differences of
dialect, not only in pronunciation, but also in grammar and voca-
bulary, tend to be much more striking than they are in most of the
English-speaking language-community today.

Though the linguist uses the term ‘dialect’ and, like the layman,
felates it to the term ‘language’ by saying that a language may be
composed of several different dialects, he does not accept the
implications commonly associated with the term ‘dialect’ in every-
day usage. Most important of all, he does not accept that the dialect
of a particular region or a particular social class is a debased or
degenerate version of the standard dialect: he knows that from a
historical point of view the standard dialect — to which the layman
may prefer to apply the term ‘language’, rather than ‘dialect’ - is, in
origin, though not in its subsequent development, no different in
kind from the non-standard dialects. He knows too that, as long as
they serve a fairly broad range of functions in the daily life of the
lucality or social class in which they operate, non-stan cls
ure no less systematic than the regional or national standard. These
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should have to admit that everyone has his own individual dialect:
that he has his own idiolect, as linguists put it. Every idiolect will
differ from every other, certainly in vocabulary and pronunciation
und perhaps also, to a smaller degree, in grammar, Furthermore,
one's idiolect is not fixed once and for all at the end of what we
normally think of as the period of language-acquisition: it is subject
1o modification and extension right through life.

In addition to what can be accounted for in terms of the scale
lunguage—dialeci-idiolect, there is another dimension of systematic
variation in the utterances of the members of a language-
community: the dimension of style. Stylistic differences have
ilready been referred to in connection with the distinction between
the literary and the colloquial ~ a distinction which derives from,
but is by no means coincident with, the distinction between written
und spoken language. But there is much more to stylistic variation
than this. Whenever we speak or write in our native language we do
%0 in one style rather than another, according to the situation, the
relations that hold between us and the person to whom we are
speaking or writing, the purpose and nature of what we have to
communicate, and several other factors, Whether the stylistic
choices that we make are conscious or unconscious, they are none
the less both systematic and identifiable; and making the appro-
priate stylistic choices is an important part of using a language
correctly and effectively. There is a sense, therefore, in which every
native speaker of a_a_pguagp_st;,hsncallﬂnuluhugual Just asit is,
in principle, possible to think of each idiolect as a separate lan-
puage-system, so it is possible — and no less reasonable —to think of
each distinguishable style as a distinct language-system.

points were made earlier. We will come back to them, in order g
develop and exemplify them — and, on occasion, to introduce cers
tain qualifications — in later chapters of this book: looked at froma
contemporary social and cultural point of view, a regional or
national standard is rightly regarded as being very different in
character from the associated non-standard dialects to which it i§
historically related,

Very often in everyday usage of the terms ‘dialect’ and
‘language’, the distinction between them is based very largely upor
political or cultural considerations. For example, Mandarin and’
Cantonese are called dialects of Chinese, but they are more distinct
from one another than, say, Danish and Norwegian or, even more
strikingly, Dutch, Flemish and Afrikaans, which are frequently
described as different languages. It might be thought that the cri-
terion of intercomprehensibility would suffice to draw a politically
and culturally neutral line of demarcation between languages. This
is indeed the major criterion that a practising linguist would apply in
establishing the limits of a language-community. But there are
problems. It very often happens that dialect variation is gradual,
and more or less continuous, over a wide area. Thus, speakers from
two widely separated regions might be unable to understand one
another, but there might be no point between any two adjacent
dialects at which intercomprehensibility breaks down. Then thereis
the further, more troublesome problem that comprehensibility is
not always symmetrical; nor is it a matter of all or nothing. It is quite
possible, and indeed quite common, for X to understand most of
what Y says and for Y to understand little or nothing of what X says,
when each speaks to the other in his own dialect. For various
reasons, then, it is often very difficult to draw a sharp distinction
between distinct languages and different dialects of the same
language, '
- Indeed, it is very often the case that no sharp distinction can be
drawn between the dialect of one region and that of another,
usually neighbouring region. However narrowly we circumscribe
the dialect area by means of social, as well as geographical, criteria,
we shall always find, if we investigate the matter, a certain amount
of systematic variation in the speech of those who are thereby
established as speakers of the same dialect. In the last resort, we
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It is still fairly common to hear laymen talking about primitive
languages and even repeating the discredited myth that there are
some peoples whose language consists of a couple of hundred words
supplemented by gestures. The truth is that every language so far
studied, no matter how primitive or uncivilized the society using it
might appear to us in other respects, has proved upon inves tigation
to be a complex and h:ghly developed system of communication, Of
course, the whole notion of cultural evolution from barbarism to
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civilization is itself highly questionable. But it is not for the linguist
to pronounce upon its validity. What he can say is that no correla-
tion has yet been discovered between the different stages of cultural
development through which societies have passed and the type of
language spoken at these stages of cultural development. For
example, there is no such thing as a Stone Age type of language; or,
as far as its general grammatical structure is concerned, a type of
language that is characteristic of food-gathering or pastoral
societies, on the one hand, or modern industrialized societies, on
the other.

There was a good deal of speculation in the nineteenth century
about the development of languages from structural complexity to
simplicity or, alternatively,-from simplicity to complexity. Most
linguists these days refrain from speculating about the evolutionary
development of languages in such general terms. They know that, if
there has been any directionality in the evolution of language from
its origins in the prehistory of man to the present day, there is no
evidence of any such directionality recoverable from the study of
contemporary spoken languages or of those languages of the past
of which we have any knowledge. Many of the earlier speculations
of scholars about the evolution of languages were biased in favour of
so called inflecting languages like Latin and Greek.

Something should be said, at this point, about the origin of
language, which is a problem that has exercised the mind and
imagination of man from time immemorial. It was extensively
debated in secular, as distinct from religious or supernatural, terms
by the Greek philosophers and at various times since then, notably
in the eighteenth century, from a broadly similar point of view. The
earlier debates played an important part in the development of
traditional grammar. Late eighteenth-century discussion by the
French philosopher Condillac and the German philosopher Herder
helped to prepare the way for a better anderstanding of the inter-
dependence of language, thought and culture. Since the nineteenth

century, most linguists have, with very few exceptions, tended to
dismiss the whole question of the origin of language as one that is
forever beyond the scope of scientific investigation. The reason is
that, as we have just seen, in the course of the nineteenth century
linguists came to realize that, however far back one traced the

NS
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history of particular languages in the texts that have come down to
us, it was impossible to discern in them any signs of evolutionary
development from a more primitive to a more advanced state.
But there is other evidence, some of it new. And the origin of
language is, once again, the subject of scholarly debate. It is per-
haps premature to talk of solutions, What can be said, however, is
that it now seems much more plausible than it did a few years ago
that language originated as a gestural, rather than a vocal, system of
communication. One piece of evidence is the success that psychol-
ogists have had in teaching chimpanzees to understand and use
quite complex and, up to a point, language-like gestural systems. It
now appears that the failure of chimpanzees to acquire speech in
similar experiments in the past is, in part at least, explained by
relatively small, but important, differences in the vocal organs of
man and chimpanzee. It also appears, from the study of fossils, that
the vocal organs of Neanderthal man were more similar than ours
are to those of chimpanzees and other primates, which have a
restricted range of vocal calls, but communicate with one another in
the wild quite extensively by means of gestures. What this and other
evidence suggests is that language may have first developed as a
pestural system at a time when man’s ancestors were adopting an
upright posture, thus freeing the hands, and the brain was both
increasing in size and acquiring the potential for the specialization
of complex processing functions in the dominant hemisphere. At
some point, and for biologically plausible reasons, the gestural
system would have been converted into a vocal system and would
have subsequently acquired the property of duality which, as we
have seen, permits a very considerable increase in vocabulary. It
follows that not all characteristic properties of languages, as we
know them, may have been present from the start and that language
did indeed evolve from non-language.

The fact remains, however, not only that in all known languages
it is the vocal-auditory channel that is used primarily and naturally
for their transmission, but also that all known languages are of
roughly equal complexity, as far as their grammatical structure is
concerned.

The only exception that must be made to the latter generalization

is in respect ohf_liigiﬂlgngunges, These are specialized langu =
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used for trade or similar purposes by those who have no other
common language. It is characteristic of pidgins that they have a
simplified grammar and a highly restricted vocabulary by compar-
ison with the language, or languages, upon which they are based.
But they are used for very restricted purposes; and when, as has
often happened, what originated as a pidgin comes to be used as the
mother tongue of a language-community, it not only furnishes itself
with a more extensive vocabulary, but also develops its own gram-
matical complexity. Itis in this respect, rather than in terms of their
origin, that pidgins are distinguished by linguists from what are
called ereole languages. Creoles may look, or sound, very much like
pidgins, but they are no closer to being primitive languages —i.e. of
rudimentary structure — than are any of the thousands of natural
languages that did not originate, as far as we know, as pidgins (cf.
9.3).

There are, of course, considerable differences in the vocabularies
of different languages. It may therefore be necessary to learn
another language, or at least a specialized vocabulary, in order to
study a particular subject or talk satisfactorily about it, In this sense,
one language may be better adapted than another for particular
purposes. This does not mean, however, that one language is intrin-
sically richer or poorer than another, All living languages, it may be
assumed, are of their very nature efficient systems of communica-
tion. As the communicative needs of a society change, so their
language will change to meet these new needs. The vocabulary will
be extended, either by borrowing words from other languages or by
creating them from existing words. The fact that many languages
spoken in what are sometimes referred to as underdeveloped coun-
tries lack words for the concepts and material products of modern
science and technology does not imply that the languages in ques-
tion are more primitive than the languages that do have such words.
It just means that certain languages have not been used,-so far at
least, by those involved in the development of science and tech-
nology. e ==11 A

~Itmust be emphasized, in conclusion, that the principle that there
are no primitive languages is not so much an empirical finding of
linguistic research as a working hypothesis. We must allow for the
possibility that languages do differ in grammatical complexity and
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that these differences have not so far been discovered by lin guists. It
would be as unscientific to deny that this possibility exists as it is
to say that Latin is intrinsically nobler or more expressive than
Hottentot or one of the Australian Aboriginal languages.

FURTHER READING

Mm!: general introductions to language and linguistics cover in more or less
detail, arnd from different points of view, the topics dealt with in Chapter 1:
a selection of such works is included in the Bibliography.

Students new to the subject might begin with Aitchison (1978), chapters
1-2; Akmajian, Demers & Harnish (1979), chapters 1-5; Chao (1968);
Crystal (1971), chapter 1; Fowler {1964), chapter 1; Fromkin & Rodman
( rgm}, chapters 1-2; Lyons (1970), chapter 1; Robins (1974); Smith &
Wilson (1979), chapter 1. They could then move on to some of the other
textbooks and readers asterisked in the Bibliography, many of which
contain relevant chapters or sections,

On speech and writing, see also Basso (1974); Gelb (1963); Haas (1g76);
Householder (1971), chapter 13; Lyons (1977b), sections 3.1-3.3; Uldall
(1944); Vachek (1949, 1973); and some of the general works on phonetics
listed in the Further reading for Chapter 3 below.

Dll'l rh:s semiotic point of view (including animal communication), see also
Aitchison (1976); Cherry (1957); Eco (1976); Hinde (1972), chapters 1-3;
Hockett (1960); Hock?tt & Altmann (1968); Householder (1971), chapter
3: Lyons (1g77b), sections 3.4, 4.1-4.2; McNeill (1970), chapter 4; Sebeok
(1968, 1974a); Thorpe (1974),

On recent work with chimpanzees, see Akmajian, Demers & Harnish
( 1979), chapter 14; Brown (1970); Clark & Clark (1977; 520~3); Linden
(1976); Premack (1977); Rumbaugh (1977).

On the sign-systems used by the deaf, see Klima & Bellugi (1¢78): Sinl
{1978); Stokoe (1961), RN

On the origin of language, see also Hewes (1977); Lieberman (1975); Stam
(1977); Wescott (1974). (1975);

{:lther topics dealt with in this chapter are dealt with in more detail in
Chapters 8-10, where further references are given.

QUESTIONS AND EXERCISES
1. Explain what is meant by freedom from stimulus control.

2. “performance presupposes competence, whereas competence does not
presuppose performance’ (p. g). Discuss,

3. What distinction, if any, would you draw between linguistic competence
and Huency?



3z

Language

. “Often enough, the layman thinks that writing is somehow more basic

than speech. Almost, the reverse is true” (Hockett, 1958: 4). Discuss
{with particular reference to ‘basic’ and *almost’).

. Language is sometimes called ‘verbal behaviour’. Discuss the appro-

priateness of this term in respect of (a) ‘verbal® and (b) ‘behaviour’.

. Inwhat sense, and to what degree, is written English the same language

as spoken English? What kinds of information is it impossible, or very
difficult, to encode in writing, though it is naturally and normally
encoded in speech?

. Can you think of any English sentences which are ambiguous when

written but kept distinct in the spoken language? Conversely, are there
any sentences that are ambiguous in the spoken language, but not in the
written language? (How is this question of medium-transferability
affected (a) by differences of accent and dialect and (b) by giving due
recognition to the distinction between the verbal and the non-verbal
components of language?)

. How does English compare with other languages known to you in

respect of the relation that holds between spelling and pronunciation?
What are the arguments for and against spelling reform?

. Give some everyday examples of the transmission of written English

10k

along the vocal-auditory channel and conversely of the transmission of
spoken English by means of writing.

“If [ change the pronunciation of my name the law does notcare, . . . ;
but if | change the spelling, . . . , then I must go to court to make it
legitimate, And public sentiment is behind the lawyers one hundred per
cent . . ." (Householder, 1971: 353; cf. also Hockett, 1958: 549). Is it
generally the case that only the written language is given legal recogni-
tion?

. What other kinds of non-arbitrariness exist in natural languages in

12.

13

15.

addition to onomatopoeia?

Is there any necessary connection between duality and meaningful-
ness?

Explain what is meant by discreteness with reference (a) to writing and
{b) to speech,

. What distinction, if any, would you draw between productivity and

16.

creativity?

*“The most extensive and striking parallelism is that between language
and bee dancing, which share productivity, some displacement, and
some specialization™ (Hockett, 1958: 581). Discuss,

“all normal humans acquire language, whereas acquisition of even its
barest rudiments is quite beyond the capacities of an otherwise intelli-

20.
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gent ape” (Chomsky, 1g72a: 66). Has this assertion been falsified by
recent work with chimpanzees?

. “Both deaf infants and chimps learn their first sign long before normal

infants say their first word, which supports the notion that ontogeneti-
cally and phylogenetically we are equipped for gestural language before
we are equipped for speech” (Linden, 1976: 72). Discuss.

. Are the various sign-systems used by the deaf rightly called natural

languages or not?

. In general, how do accents differ from dialects? What sense can we

attach, as linguists, to the statement that (a) a foreigner and (b} a native
speaker “has no accent”? (These questions may be discussed non-
technically at this point, but cf. g.2.)

“There is room for regional dialects and room for the Queen's English,
The place for the regional accent is the place in which it was born; it is
right for the public bar, the football field, the village dance, Queen’s
English is for the BBC talk on Existentialism, the cocktail party, the
interview for a better job" (Burgess, 1975: 16). Discuss,
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Linguistics

2.1 Branches of linguistics

As we have seen, both language in general and particular languages
can be studied from different points of view. Therefore, the field of
linguistics as a whole can be divided into several subfields according
to the point of view that is adopted or the special emphasis that is
given to one set of phenomena, or assumptions, rather than
another.

The first distinction to be drawn is between general and descrip-
tive linguistics, This is in itself straightforward enough. It corres-
ponds to the distinction between studying language in general and
describing particular languages. The question *“‘What is language?”
which, in the previous chapter, was said to be the central defining
question of the whole discipline is more properly seen as the central
question in general linguistics. General linguistics and descriptive
linguistics are by no means unrelated. Each depends, explicitly or
implicitly upon the other: general linguistics supplies the concepts
and categories in terms of which particular languages are to be
analysed; descriptive linguistics, in its turn, provides the data which
confirm or refute the propositions and theories put forward in
general linguistics. For example, the general linguist might formu-
late the hypothesis that all languages have nouns and verbs. The
descriptive linguist might refute this with empirical evidence that
there is at least one language in the description of which the distine-
tion between nouns and verbs cannot be established, But in order to
refute, or confirm, the hypothesis the descriptive linguist must
operate with some concepts of ‘noun’ and ‘verb’ which have been
supplied to him by the general linguist.

There are of course all sorts of reasons why one might wish to
describe a particular language. Many of those working in descrip-
tive linguistics will be doing so, not because they are interested in

I I I I I AT TET T RR T R T T gy v L aad & o rrew Ll B S e

..... e —

2.1 Branches of linguistics 35

providing data for general linguistics or in testing conflicting
theories and hypotheses, but because they wish to produce a
reference grammar or dictionary for practical purposes. But this
fact does not affect the interdependence of the two complementary
subfields of general and descriptive linguistics.

Throughout the nineteenth century, linguists were very much
concerned with investigating the details of the historical develop-
ment of particular languages and with formulating general hypo-
theses about language-chang anch of the discipline that
deals with these matters is now known naturally enough, as histor-
ical lifiguistics. It is obvious m_ﬁﬁm&, as in
non-historical linguistics, one can be interested in language in
general or in particular languages. It is convenient to mention at this
point the more technical terms ‘diachronic’ and ‘synchronic’. These
were first used by Saussure (whose distinction of ‘langue’ and
‘parole’ was referred to in the preceding chapter). A diachronic
description of a language traces the historical development of the
language and records the changes that have taken place in it be-
tween successive points in time: ‘diachronic’ is equivalent, there-
fore, to ‘historical’. A synchronic description of a language is non-
historical: it presents an account of the language as it is at some
particular point in time.

A third dichotomy is that which holds between theoretical and
applied linguistics. Briefly, theoretical linguistics studies language
and languages with a view to constructing a theory of their structure
and functions and without regard to any practical applications that
the investigation of language and languages might have, whereas
applied linguistics has as its concerns the application of the concepts
and findings of linguistics to a variety of practical tasks, including
language-teaching. In principle, the distinction between the theo-
retical and the applied is independent of the other two distinctions
drawn so far, In practice, there is little difference made between the
terms ‘theoretical linguistics’ and ‘general linguistics': it is taken for
granted by most of those who use the term ‘theoretical linguistics’
that the goal of theoretical linguistics is the formulation of a satisfac-
tory theory of the structure of language in general. As far as applied
linguistics is concerned, it is clear that it draws on both the general
and the descriptive branches of the subject.
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The fourth, and final, dichotomy has to do with a narrower and a

broader view of the scope of the subject. There i3 no generally

accepted terminological distinction for this: we will use the terms
‘microlinguistics’ and ‘macrolinguistics’, saying that in microlinguis-
tics one adopts the narrower view and in macrolinguistics the
broader view. At its narrowest microlinguistics is concerned solely
with the structure of language-systems, without regard to the way in
which languages are acquired, stored in the brain or used in their

various functions; without regard to the interdependence of

language and culture; without regard to the physiological and
psychological mechanisms that are involved in language-behaviour;
in short, without regard to anything other than the language-
system, considered (as Saussure, or rather his editors, put it) in
itself and for itself. At its broadest, macrolinguistics is concerned
with everything that pertains in any way at all to language and
languages.

Since many disciplines other than linguistics are concerned with
language, it is not surprising that several interdisciplinary areas
should have been identified within macrolinguistics and givep a
distinctive name: sociolinguistics, psycholinguistics, ethno-
linguistics, stylistics, etc.

One point that must be emphasized is that the distinction

between microlinguistics and macrolinguistics is independent of the
_distinction between theoretical and applied linguistics. There is, in
principle, a a theoretical aspect to every branch of macrolinguistics.
It so happens that in such areas of applied linguistics as language-
te.’mhmg it is essential to take the broader, rather _than the
I'I:lrI‘UWEI _view of the he structure and Turictions of I ld:}guages This
is why some authors have incorporated what is here called
macrolinguistics within applied linguistics.
We shall look at some areas of macrolinguistics in later chapters.
[t might be thought that, in view of the acknowledged importance of
language to so many disciplines, linguistics ought to take the
broadest possible view of its subject-matter. There is a sense in
which this is true. The problem is that there is not yet, and may
never be, a satisfactory theoretical framework within which we can
view language simultaneously from a psychological, a sociological,

it cultural, an aesthetic and a neurophysiological point of view (not
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to mention several other equally relevant viewpoints). Most lin-
guists nowadays would say that it is theoretical synchronie micro-
linguistics that constitutes the core of their discipline and gives it
whatever unity and coherence it has. Almost half of this book will
be devated to this central core; the rest will be concerned with
historical linguistics and with selected areas of macrolinguistics.

2.2 Is linguistics a science?

Linguistics is usually defined as the science of language or, alterna-
tively, as the scientific study of language (cf. 1.1). The very fact that
there should be a section, in this book and in other introductions to
linguistics, devoted explicitly to a discussion of the scientific status
of the discipline should not pass without comment. After all, disci-
plines whose scientific status is unquestioned — physics, chemistry,
biology, ete. — feel no need to justify their claim to be called
sciences. Why should linguistics be so concerned to defend the
validity of its title? And why is it that, in defending his scientific
credentials, the linguist so often gives the impression of protesting
top-much? The reader has every right to be suspicious.

The first point that must be made is that the English word
‘science’ is much narrower in its coverage than many of its conven-
tionally accepted translation-equivalents in other languages: such
as ‘Wissenschaft' in German, ‘nauka’ in Russian and even ‘science’
in French. Linguistics suffers more than most disciplines do from
the very specific implications of the English words ‘science’ and
‘scientific’, which refer, first and foremost, to the natural sciences and
the methods of investigation characteristic of them. This is still true,
even though such phrases as ‘the social sciences’, ‘the behavioural
sciences’ and even ‘the human sciences’ are increasingly common.
Should we then interpret the word ‘science’ in the heading to this
section to mean simply “'properly constituted academic discipline™?

There is rather more to the question than this interpretation
would suggest. Most linguists who subscribe to the definition of
their discipline as the scientific study of language do so because they
have in mind some distinction between a scientific and a non-
scientific way of doing things. They may disagree about some of the
implications of the term ‘scientific’, as do philosophers and
historians of science. But they are in general agreement about the
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principal differences between the scientific and non-scientific study
of language. Let us begin, then, with these points of agreement,

The first, and most important of these is that linguistics is eme
pirical, rather than speculative or intuitive: it operates with publicly
verifiable data obtained by means of observation or experiment. To
be empirical, in this sense, is for most people the very hallmark of
science. Closely related to the property of being empirically based is
that of objectivity. Language is something that we tend to take for
granted; something with which we are familiar from childhood in a
practical, unreflecting manner. This practical familiarity with
language tends to stand in the way of its objective examination.
There are all sorts of social, cultural and nationalistic prejudices
associated with the layman’s view of language and of particular
languages. For example, one accent or dialect of a particular lan-
guage might be thought to be inherently purer than another; or
again one language might be held to be more primitive than
another. Objectivity demands, at the very least, that beliefs like
these should be challenged and terms like ‘pure’ and ‘primitive’
either clearly defined or rejected.

Many of the ideas about language which the linguist calls into
question, if he does not abandon them entirely, might appear to be
a matter of downright common sense. But, as Bloomfield (1935: 3)
remarked of the common-sense way of dealing with linguistic ques-
tions: “’like much else that masquerades as common sense, it is in
fact highly sophisticated and derives, at no great distance, from the
speculations of ancient and medieval philosophers”. Not all
linguists have as low an opinion of these philosophical speculations
about language as Bloomfield had. But his géneral point is valid.
The terms that the layman uses to talk about language and the
attitudes that he has with respect to language have a history to
them. They would often seem less obviously applicable or self-
evident if he knew something of their historical origin.

We shall not go into the history of linguistics in this book. Some
general comments, however, are in order. It is customary for
introductions to linguistics to draw a sharp distinction between
traditional grammar and modern linguistics, contrasting the scien-
tific status of the latter with the non-scientific status of the formet.
There is good reason to draw this distinction and to point out that
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many of the popular misconceptions about language that are cur-
rent in our society can be explained, historically, in terms of the
philosophical and cultural assumptions which determined the de-
velopment of traditional grammar. Some of these misconceptions
will be listed and discussed in the following section. It must be
emphasized, however, that linguistics, like any other discipline,
builds on the past, not only by challenging and refuting traditional -
doctrines but also by developing and reformulating them. Many
recent works on linguistics, in describing the great advances made
in the scientific investigation of language in the past hundred years
or s0, have neglected to emphasize the continuity of Western lin-
guistic theory from the earliest times to the present day. They have
often been somewhat anachronistic, too, in their failure to treat
traditional grammar in terms of the aims it set itself. It must not be
forgotten that the terms ‘science’ and ‘scientific’ (or their precur-
sors) have been construed differently at different periods.

It should also be pointed out that what is generally referred to by
means of the term ‘traditional grammar’ — i.e. Western linguistic
theory going back through the Renaissance and the Middle Ages to
Roman and, before that, Greek scholarship - is much richer and
more variegated than is commonly realized. Furthermore, it was
very often a misunderstood and distorted version of traditional
grammar that was taught at school to generations of reluctant and
uninterested pupils. In the last few years linguists have begun to
take a more balanced view of the contribution that traditional
grammar — we shall continue to use the term — has made to the
development of their discipline. There is still much research to be
done on such of the original sources as have survived from the
earlier periods. But several histories of linguistics are now available
which give a more satisfactory account of the foundations and
development of traditional grammar than was readily available to
Bloomfield's generation and that of his immediate successors,

Let us now return to the present state of linguistics. It is un-
doubtedly more empirical and objective, in its professed attitudes
and assumptions at any rate, than traditional grammar. We shall
look at some of these attitudes and assumptions in more detail in the
following section. But is it as empirical and objective in practice as it
claims to be? Here there is certainly room for doubt. There is also
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room for dispute, at a more sophisticated level of discussion, as to
the nature of scientific objectivity and the applicability to the study
of language of what is commonly referred to as the scientific
method,

Actually, it is no longer so widely accepted by scientists and
philosophers of science that there is a single method of enquiry
applicable in all branches of science. The very term itself, ‘the
scientific method’, has a distinctly old-fashioned, even nineteenth-
century, ring to it. It is sometimes suggested that scientific enquiry
must necessarily proceed by means of inductive generalization on
the basis of theoretically uncontrolled observation, Indeed, this is
what many people hold to be implied by the term ‘the scientific
method’, But few scholars have ever worked in this way even in the
natural sciences, Whatever scientific objectivity means it certainly
does not imply that the scientist should refrain from theorizing and
tfrom the formulation of general hypotheses until he has amassed a
sufficient amount of data. Scientific data, it has often been pointed
out, are not given in experience, but taken from it. Observation
implies selective attention. There is no such thing as theory-neutral
and hypothesis-free observation and data collection. To use a cur-
rently fashionable phrase, originating with Popper, observation is,
of necessity and from the outset, theory-laden.

The phrase is suggestive, but controversial. It was produced in
reaction to the strongly empiricist view of science put forward by
the logical positivists in the period preceding the Second World
War. Students of linguistics should know a little about empiricism
and positivism. Without such knowledge - though it need not be
very detailed or profound — they cannot be expected to understand
some of the theoretical and methodological issues that divide one
school of linguistics from another at the present time. What follows
is the necessary minimum of background information, presented,
as far as this is possible, impartially and without commitment to
either side in areas of known controversy. The controversies, it
should be added, are relevant to the whole of science, not just to
linguistics. But they have a special relevance for the linguist, in that
recent developments in linguistics and the philosophy of language,
associated with the work and ideas of Chomsky, have had a very
considerable impact upon the more general discussion of empiri-
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cism and positivism both by philosophers and by psychologists and
other social scientists (cf. 7.4).

Empiricism implies much more than the adoption of empirical
methods of verification or confirmation: there is therefore a crucial
distinction to be drawn between ‘empiricist’ and ‘empirical’. The
term ‘empiricism’ refers to the view that all knowledge comes from
experience — the Greek word ‘empeiria’ means, roughly, “ex-
perience” - and, more particularly, from perception and sense-
data. It is opposed, in a long-standing philosophical controversy to
‘rationalism’ — from the Latin ‘ratio’ meaning, in this context,
“mind"”, “intellect” or “reason”. The rationalists emphasize the
role that the mind plays in the acquisition of knowledge. In particu-
lar, they hold that there are certain a priori concepts or propositions
(*a priori’ means, in its traditional interpretation, “known'indepen-
dently of experience™) in terms of which the mind interprets the
data of experience. We will come back to some more specific
aspects of the controversy between empiricism and rationalism in
our discussion of generativism (cf. 7.4).

Mo distinction need be drawn, for our purposes, between empiri-
cism and positivism. The former has a longer history and is much
broader in scope as a philosophical attitude, But the two are natural
allies and are closely associated in all that concerns us here. Positiv-
ism rests upon the distinction between the so called positive data of
experience and transcendental speculation of various kinds, It
tends to be secular and anti-metaphysical in outlook and rejects any
appeal to non-physical entities. It was the aim of the logical positiv-
ists of the Vienna Circle to produce a single system of unified
science, in which the whole body of positive knowledge would be
represented, ultimately, as a set of precisely formulated proposi-
tions.

Two more specific principles were central to this proposal. The
first was the now famous verification principle: the prmclEle that no
statement was meaningful unless it could be verified by observation _
or standarW to the data provided by
observation. The second was the principle of reductionism: the
principle that, of the sciences, some were more basic than others —
physics and chemistry being more basic than biology, biology being
mare basic than psychology and sociology, and so on — and that in
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the grand synthesis of unified science the concepts and propositions
of the less basic sciences were to be reduced to (i.¢. reinterpreted in
terms of ) the concepts and propositions of the more basic sciences.
Reductionism, unlike the verification principle, was characteristic
of a much wider group of scholars than the members of the Vienna
Circle forty years ago.

The verification principle has now been abandoned (though it has
played its part in the formation of the truth-conditional theory of
meaning: cf. 5.6) and the principle of reductionism is far less gener-
ally accepted by scientists and philosophers of science than it was
when Bloomfield wrote his classic textbook of linguistics in 1933. I
mention Bloomfield at this point because, not surprisingly, he was
strongly committed to empiricism and positivism. This is made very
clear in the second chapter of his textbook. He was, in fact, closely
associated with the Unity of Science movement and subscribed fully
to the principle of reductionism. It was Bloomfield more than
anyone else who set for linguistics, especially in America, the ideal
of being truly scientific. There is therefore a historically explicable
legacy of empiricism and positivism in linguistics.

Reductionism, and more generally positivism, is no longer as
attractive to most scientists as it once was. It is now widely accepted
that there is no such thing as a single scientific method applicable in
all fields; that diverse approaches are not only to be tolerated, as a
matter of short-term necessity, in different disciplines, but may be
justifiable, in the long term too, by virtue of irreducible differences
of subject-matter. Ever since the seventeenth century — from the
time of Descartes and Hobbes ~ there have been doubts expressed
by some philosophers of science about the positivists' programme
of accounting for mental processes in terms of the methods and
concepts characteristic of the physical sciences. Much of twentieth-
century psychology and sociology, like much of twentieth-century
linguistics, has been positivistic in spirit. But in all three disciplines,
and most obviously in linguistics, positivism has recently come
under attack as being either unworkable or sterile.

In short, the question whether a discipline is or is not scientific
can no longer be satisfactorily answered, if it ever could be, by
making reference to the so called scientific method. Every well
established science employs its own characteristic theoretical con-
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structs and its own methods of obtaining and interpreting the data.
What was referred to in the previous chapter as a fiction — the
language-system — can be described, in scientifically more respect-
able terms, as a theoretical construct. Questions can be asked
about the reality of such constructs, just as they can be asked about
the reality of the theoretical constructs of physics or biochemistry.
It is more profitable, however, to enquire of each theoretical con-
struct that is postulated what explanatory purpose it is fulfilling with
respect to the data.

All that has just been said about empiricism, positivism and the
current status of the so called scientific method is intended to be
more or less factual and uncontroversial. We now turn to points of
controversy.

The first has to do with the implication of Popper’s notion of
theory-laden observation. This is controversial in the use of the
term ‘theory’. What Popper had in mind, and was attacking, was the
sharp distinction drawn by the logical positivists between observa-
tion, itself held to be theoretically neutral, and theory-construction,
held to be a matter of inductive generalization. He was undoubtedly
correct in challenging the sharpness of the distinction and, more
especially, the view that observation and data-collection can, and
must, proceed in advance of the formulation of hypotheses. It is
commonly the case that the selection of data is determined by some
hypothesis that the scientist wishes to test; and it does not matter
how this hypothesis has been arrived at. The fact that the positivists’
notion of unselective observation and data-collection isinvalid does
not mean that there is no distinction at all to be drawn between
pretheoretical and theoretical concepts. It is an abuse of the term
‘theory’ to subsume under it all the preconceptions and expecta-
tions with which one approaches what is observable and makes
one's selection. We will draw upon the distinction between
pretheoretical and theoretical concepts at several places in later
chapters; and we will assume that observation, though necessarily
selective, can be made subject to satisfactory methodological con-
trols, in linguistics as in other empirically based sciences.

A second point of controversy — and one that is of particular
importance in linguistics at the present time — has to do with the role
of intuition and the methodological problems that arise in this
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connection, The term ‘intuition’ carries with it certain rather unfor-
tunate everyday associations. All that is meant when one refers to
the native speaker’s intuitions about his language is his spontaneous
and untutored judgements about the acceptability or unacceptabil-
ity of utterances, the equivalence or non-equivalence of utterances,
and so on. There was a time when some linguists thought that it was
in principle possible to escape from the necessity of asking native
speakers to make such intuitive judgements about their language by
simply collecting a large enough corpus of naturally occurring data
and submitting it to an exhaustive and systematic analysis. Very few
linguists take this view nowadays. It has become clear that many
naturally occurring utterances are, for linguistically irrelevant
reasons, unacceptable and also that no corpus of material, however
large, will contain examples of every kind of acceptable utterance.
But the linguist's appeal to intuitive evidence remains controver-
sial. There are two aspects to the controversy.

The first relates to the question whether the intuitions that the
linguist makes reference to are part of the native speaker’s linguistic
competence as such. If so, on Chomsky's definition of ‘competence’
and his formulation of the goals of linguistics, the intuitions them-
selves become part of what the description of any particular lan-
guage must directly account for. Most linguists would probably not
want to say that the description of a language must treat the native
speaker’s intuitions as data. We will come back to this question in
our discussion of generativism (cf. 7.4).

The second part of the controversy has to do with the reliability of
the native speaker’s judgements, considered as reports or predic-
tions of his own and others’ language-behaviour, The general con-
sensus of opinion among linguists would seem to be that such
judgements are, in particular respects at least, highly unreliable.
Mot only do native speakers frequently disagree among themselves
about what is acceptable, when there is po other reason to believe
that they speak different dialects, but their judgements have been
shown to vary over time. Moreover, it often happens that a native
speaker will reject as unacceptable some utterance put to him by the
descriptive linguist and then be heard, or hear himself, producing
that very utterance in some natural context of use. As far as the
linguist's introspections about his language are concerned, they are
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at least as unreliable, though often for other reasons, as the intui-
tions of the layman. The linguist may be less concerned than the
layman about conventional standards of correct usage (e.g. admit-
ting quite freely that he normally says It's me, rather than It is I).
But his judgements are more likely to be distorted by his awareness
of the implications that they have for this or that theoretical issue.
The linguist’s introspections about his own language-behaviour
and that of others may very well be theory-laden, even if direct
observation of spontaneous conversation is not.

There are in fact quite serious methodological problems
attaching to the collection of reliable data for a whole range of
issues in theoretical linguistics. But they are no more serious than
the methodological problems that confront those working in
psychology, sociology or the social sciences in general. And in
certain respects the linguist is better off than most social scientists,
since it is fairly clear how much of what is observable is language-
behaviour and how much is not. Furthermore, there are very con-
siderable areas, in the description of any language, for which the
reliability of the native speaker's intuitions, and even of the lin-
puist’s introspections, is not a serious problem, One must not make
too much, therefore, of the methodological problems that arise in
the course of linguistic research.

Reference was made in the previous paragraph to psychology,
sociology and the other social sciences. Many linguists, perhaps the
majority, would classify their discipline among the social sciences,
But linguistics is not readily classifiable within any division of
academic research which takes as fundamental either the distine-
tion between science and arts or the tripartite distinction of the
natural sciences, the social sciences and the humanities. The in-
creasing use of such phrases as ‘the life sciences’, ‘the behavioural
sciences’, ‘the human sciences’ or “the earth sciences’ indicates that
many disciplines feel the need for strategic or tactical regroupings
which have little regard to the conventional distinctions. Whether
linguistics, as a university subject, is housed in one faculty rather
than another is largely a matter of administrative convenience.
Linguistics, as has been emphasized before, has natural links with
awide range of academic disciplines. To say that linguistics is a
science is not to deny that, by virtue of its subject-matter, it is
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closely related to such eminently humane disciplines as philosophy
and literary criticism.

In the following sections, a number of principles will be
tioned and discussed which are generally taken for granted now-
adays by linguists. For the most part, they can be seen as derivi g
from the scientific ideal of objectivity. Since modern linguistics, in
asserting its objectivity, has so often proclaimed its distinctiveness
in this respect from traditional grammar, they are frequently
presented in contrast with the principles that determined the
characteristic attitudes and assumptions of the traditional grams-
marian,

2.3 Terminology and notation

Every discipline has its own technical vocabulary. Linguistics is no |
exception. Most of the technical terms used by linguists arise in
the course of their work and are easily understood by those wha
approach the subject sympathetically and without prejudice,

The objection is sometimes made that the terminology, or jar-
gon, of linguistics is unnecessarily complex. Why is the linguist so
prone to the creation of new terms? Why is he not content to talk
about sounds, words and parts of speech, instead of inventing such
new technical terms as ‘phoneme’, ‘morpheme’ and ‘form class'?
The answer is that most of the everyday terms that are used with
reference to language — many of which, incidentally, originated as
technical terms of traditional grammar - are imprecise or ambigu-
ous, This is not to say that the linguist, like all specialists, may not
be guilty at times of misplaced terminological pedantry. In prin-
ciple, however, the specialized vocabulary of linguistics, if it is kept
under control and properly used, serves to clarify, rather than to
mystify. It eliminates a good deal of ambiguity and possible mis-
understanding.

As with terminology, so with notation. We have to use language
in order to talk both about language in general and about particular
languages. In doing so, we need to be able to identify exactly what
bits, parts or features of a language we are referring to. The use of
special notational conventions makes this a lot easier, For example,
we might need to distinguish between the meaning of a word and its
form and between each of these and the word itself. There is
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unfortunately no generally accepted set of notational conventions
by means of which these and other distinctions can be drawn. In the
present work, we shall make distinctive use of single quotation-
marks, double quotation-marks and italics. For example, we shall
distinguish between “table” and table, the former being the mean-
ing and the latter the form (or one of the forms) of the word ‘table’.
By making use of these conventions, we can keep distinet, as we
shall see later, at least two of the senses of the word ‘word": in the
first sense it refers to something that we should expect to be listed in
the dictionary of the language; in the second sense it refers to what
would be printed between spaces as a sequence of letters in a
written text.

Other notational conventions will be introduced later, enabling
us to distinguish spoken forms from written forms; and spoken
forms of one kind (phonetic) from spoken forms of another kind
(phonological); and so on. The general point being made here is
that various notational conventions are, if not absolutely essential,
at least very useful for the purpose of referring to language-data and
making it clear what is being talked about. They have the further
advantage that they force the linguist to think carefully about
certain distinctions that might otherwise pass unnoticed. Very
often, it proves difficult to be absolutely consistent in the applica-
tion of some particular notational convention; and this difficulty
then leads to a re-assessment of the theoretical distinction for which
the notational convention was first established. This is one of the
ways in which progress in any discipline is made,

2.4 Linguistics is descriptive, not prescriptive

The term ‘descriptive’ is here being employed in a different sense
from the sense in which it opposes either ‘general’, on the one hand,
or ‘historical’, on the other. The contrast that is relevant here is the
one that holds between describing how things are and preseribing
how things ought to be. An alternative to ‘prescriptive’, in the sense
in which it contrasts with ‘descriptive’, is ‘normative’. To say that
linguistics is a descriptive (i.e. non-normative) science is to say that
the linguist tries to discover and record the rules to which the
members of a language-community actually conform and does not
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seck to impose upon them other (i.e. extraneous) rules, or norms,
of correctness.

It is perhaps confusing to use the term ‘rule’, as I have just done,

in these two very different senses. Rightly or wrongly, linguists talk
in these terms. It might be helpful, therefore, to illustrate the
difference between the two kinds of rules — let us call them imman-
ent and transcendent, respectively - from something other than the

use of language. Let us take sexual behaviour in a given society. If
we adopt the purely descriptive (i.e. non-normative) point of view
in the investigation of sexual behaviour, we will try to find out how
people actually behave: whether they practise premarital sex, and,
if so, of what kind and from what age; whether husbands and wives
are equally faithful or unfaithful to their partners; and so on. In so
far as the behaviour of particular groups within the community is
governed, in practice, by determinable principles — whether the
members of these groups profess, or are even aware of, these
principles or not - we can say that their behaviour is rule-governed:
the rules are immanent in their actual behaviour. But such rules (if
they are rightly called rules) are very different, in status if not in
content, from the rules of conduct that the law, the established
religion or simply explicit conventional morality might prescribe.
People may or may not conform, in practice, to what I am calling
the transcendent (i.e. extraneous or non-immanent) rules of sexual
behaviour. Furthermore, there may be differences between how
they behave and how they say, or even think, that they behave. All
hese differences have their correlates in respect of language-
»ehaviour. The mostimportant distinction, however, is the one that
tolds between transcendent (i.e. prescriptive) and immanent (i.e.
escriptive) rules. os and don'ts are commands ( Do/
Yon't say X!); descriptive dos and don'ts are statements (People
sidon’t say X).
The reason why present-day linguists are so insistent about the
stinction between descriptive and prescriptive rules is simply that
wditional grammar was very strongly normative in character, The
ymmarian saw it as his task to formulate the standards of correct-
ss and to impose these, if necessary, upon the speakers of the
ipuage. Many of the normative precepts of traditional grammar
I be familiar to the reader: “You should never use a double-
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negative” (I didn’t do nothing); “Don’t end a sentence with a
preposition”™ ( That's the man [ was speaking to); “The verb ‘to be’
takes the same case after it as before” (so that, by the application of
this rule, It's me should be corrected to It is T); “Ain’t is wrong™;
“You should not split the infinitive” (as in [ want you to clearly
understand where clearly is inserted between to and understand).

Consideration of the above examples quickly shows that they are
quite heterogeneous in character. There are some dialects of
English in which the so called double-negative is never employed
(i.e. in which I didn’t do nothing is never used as the equivalent of
Standard English [ didn't do anything); there are others in which it
is, from a purely descriptive point of view, the correct construction.
When reasons are given for the condemnation of the double nega-
tive as incorrect, in terms of some prescriptive principle with ref-
erence to which actual usage may be judged and found wanting,
logic is made the court of appeal. Logic tells us, it is said, that two
negatives make a positive. This calls for several comments. First, it
betrays a misunderstanding of what logic is and how it operates: but
we need not go into the nature of logical axioms and the complex
question of how the so-called natural logic of ordinary language-
behaviour relates to the systems of logic that are constructed and
investigated by logicians. The point is simply that there is nothing
inherently illogical about the so-called double-negative construc-
tion. In the dialects in which it is regularly employed, it operates
quite systematically according to the grammatical rules and prin-
ciples of interpretation that are immanent in the behaviour of the
dialect-communities in question. A second point to be borne in
mind is that the so-called double-negative construction cannot be
properly described, as it operates in certain dialects of English,
without taking into account features of stress and intonation. The
rules of Standard English (i.e. the rules immanent in the language-
behaviour of the speakers of a particular dialect of English) permit /
didn’t do nothing (with the meaning, roughly, “It's not true that I
did nothing") provided that didn’t is stressed or, alternatively and
with additional implications or presuppositions, do or nothing is
pronounced with particularly heavy stress. In dialects in which [
didn’t do nothing (with normal unemphatic stress) can mean “I
didn’t do anything™ it also has the meanings that it has in Standard
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English, but stress and intonation prevent confusion. Finally, it may
be noted that there are many languages in which the so-called
double-negative construction occurs in the standard literary dialect:
e.g. French, Italian, Spanish, Russian — to mention but a few of the
more familiar modern European languages. Even the most presti-
gious dialect of Ancient Greek — Classical Greek as used in the
writings of Plato, Sophocles, Thucydides or, the very founding
father of logic, Aristotle himself — had a double-negative construc-
tion. And traditional grammar, after all, had its origins in the
description of the literary dialects of Ancient Greece!

Other normative precepts of traditional grammar — such as the
condemnation of the split infinitive (. . . to clearly understand) or of
It's me — derive from the application to English of principles and
categories established in the first place for the description of Greek
and Latin. It so happens that the forms to which the term ‘infinitive’
is applied are one-word forms in Greek and Latin, as in French,
German, Russian, etc, Traditionally, the two-word forms te under-
stand, to go, etc., are also called infinitives, though their function is
only partly comparable with the function of, say, the Latin infini-
tives. Aswe shall see later, whether a form can be split (in the sense
in which we talk about the split infinitive) is one of the principal
criteria which the linguist applies to decide whether the form in

question is a one-word form or a two-word form. Given that, by -

other criteria and by the writing conventions of the written lan-
guage, the so-called infinitives of English are two-word forms, there
can be no objection, in principle, to splitting them. Asto the castigation
of It's me, etc., the fact of the matter is that what are referred toin
traditional grammar as differences of case (1 vs, me, she vs, her, he
vs. him, etc.) are not found in all languages; nor is anything that can
be identified in terms of its function and grammatical characteristics
as a verb meaning ““to be”. Furthermore, in languages that have
both case and a verb identifiable as the equivalent of the Latin ‘esse’
or English ‘to be’, the diversity of the constructions that are found is
such that the traditional rule, “The verb “to be’ takes the same case
after it as before™, stands out immediately for what it is - a Latin-
based normative rule which cannot be supported on more general
grounds,

Interestingly encugh, many speakers of what the traditionally
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minded grammarian would regard as good English will say and
write between you and I, He told you and I, etc. Such constructions
violate another traditional prescriptive rule for English: **Verbs and
prepositions govern their object in the accusative.” They result,
presumably, from what is often called hypercorrection: the exten-
sion of some rule or principle, on the basis of a misunderstanding of
its domain of application, to a range of phenomena to which,
originally, it did not apply. The nature of the prescriptive rule is
misunderstood - the more so as many speakers who might naturally
say You and me will go would never say either Me will go or He told
1. Tt is interpreted instead as an instruction (under pain of being
considered a speaker of bad English) to substitute you and I for you
and me (or me and you) in all positions of occurrence. This results in
the production, not only of what the traditional grammarjan would
accept as correct, You and I will go together, etc., but also of what
he would condemn, between vou and I, He told you and I, ete. It is
not being implied, of course, that every speaker of English who says
between you and I, He told you and I, etc., has himself performed
the operation of applying and misapplying the traditional rule.
These constructions are now so common in the speech of middle-
class and upper-class speakers of Standard English in England that
they must have been learned naturally in the normal process of
language-acquisition by perhaps the majority of those who use
them. There is little doubt, however, that their origin lies in the
process of hypercorrection.

Neither logic nor the grammar of Latin can properly serve as the
court of appeal when it comes to deciding whether something is or is
not correct in English. Nor can the unquestioned authority of
tradition for tradition’s sake (“That’s what I was taught, and my
parents, and my parents’ parents’) or the usage of what are thought
to be the best writers in the language. Itis a widely held view in our
society, or has been until recently, that linguistic change necessarily
involves a debasement or corruption of the language. This view is
indefensible. All languages are subject to change. This is a matter of
empirical fact; and it is the task of historical linguistics to investigate
the details of language-change, when they are accessible to inves-
tigation, and, by constructing an explanatory theory of language-
change, to contribute to our understanding of the nature of
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language. The factors that determine language-change are complex
and, so far, only partly understood. But enough is known now —and
has been known since the middle of the nineteenth century — foritto.
be clear to any unprejudiced observer of change in language that
what is condemned at any one time as a corruption or debasement
of traditional standards of usage can always be matched with an
earlier change of the same kind which brought into being the usage
that traditionalists themselves treat as unalterably correct.

As to the principle of conforming to the standards set by the
acknowledged best writers, this principle too is indefensible — inde-
fensible, that is to say, in relation to the use that is commonly made
of it. There is no reason to believe that the writer, genius though he
be, is vouchsafed, by special dispensation, a sure and certain know-
ledge of the transcendent rules of correctness that is denied to the
rest of us. It so happens that traditional grammar had a very strong
literary bias. The reason is that at several important periods in the
development of European culture - from the period of Alexandrian
scholarship in the second century B.c, to that of Renaissance
humanism — grammatical description, first of Greek, then of Latin,
was subordinated to the practical task of making the literature of an
earlier age accessible to those who did not, and in the nature of
things could not, speak naturally the dialect of Greek or Latin upon
which the language of the classical texts was based, The literary bias
of traditional grammar is not only historically explicable, but per-
fectly justifiable, as far as the description of Greek and Latin was
concerned. It is quite unjustifiable when it comes to the gram-
matical description of modern spoken languages.

There are no absolute standards of correctness in language. We
can say that a foreigner has made a mistake, if he says something
that violates the rules immanent in the usage of native speakers. We
can also say, if we wish, that a speaker of a non-standard social ot
regional dialect of English has spoken ungrammatically if his utter-
ance violates the rules immanent in Standard English. But, in
saying this, we are of course assuming that he was intending, or
perhaps ought to have been intending, to use Standard English,
And that is itself an assumption which requires justification.

It must now be emphasized — and this point is frequently mis-
understood - that in drawing a distinction between description and
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prescription, the linguist is not saying that there is no place at all for
the establishment and prescription of norms of usage. There are
obvious administrative and educational advantages, in the modern
world, in standardizing the principal dialect that is employed within
a particular country or region. This process of standardization has
taken place over a long period in many Western countries with or
without government intervention. It is now happening on an
accelerated scale, and as a matter of official policy, in several of the
developing nations in Africa and Asia. The problem of selecting,
standardizing and promoting one particular language or dialect at
the expense of others is fraught with political and social difficulties.
It is part of what has come to be called language-planning — an
important area in the field of applied sociolinguistics.

Nor should it be thought that in denying that all change in
language is for the worse, the linguist is implying that it must be for
the better. He is merely calling into question the unthinking appeal
to empirically discredited criteria. He concedes that it might be
possible, in principle, to evaluate dialects and languages in terms of
their relative flexibility, range of expression, precision and aesthetic
potential; and he certainly accepts that the use that is made of their
dialect or language by individual speakers and writers may be more
or less effective. However, he cannot but report, on the basis of the
more scientific work that has been done on language and languages
in recent years, that most of the judgements that are made about
such matters are extremely subjective. As an individual member of
a language-community, the linguist will have his own prejudices,
either personal to him or deriving from his social, cultural and
geographical background; and he may be either conservative or
progressive by temperament. His attitudes towards his own
language will be no less subjective in this respect than those of the
layman. He may find a particular accent or dialect pleasing or
displeasing. He may even correct his children’s speech, if he finds
them using a pronunciation, a word or a grammatical construction
that is frowned upon by purists. But, in doing so, if he is honest with
himself, he will know that what he is correcting is not inherently
incorrect, but only incorrect relative to some standard which, for
reasons of social prestige or educational advantage, he wishes his
children to adopt.
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As far as his attitude to the literary language is concerned, the
linguist is simply pointing out that language is used for many pur-
poses and that its use in relation to these purposes should not be.
judged by criteria which are applicable, solely or primarily, to the

literature or to the study of literature in our schools and uni er-
sities. On the contrary, many linguists have a particular interest
the investigation of the literary purposes to which language is put
and its success in achieving those purposes. This is one part - and a
very important part — of the branch of macrolinguistics known as
stylistics.

2.5 Priority of synchronic description

The principle of the priority of synchronic description, which :
characteristic of most twentieth-century linguistic theory, impli

particular temporal states of a language. Saussure’s terms ‘synchro=
nic’ and ‘diachronic’ were introduced earlier in the chapter (cf. 2.1),
We can use one of Saussure’s own analogies to explain what i§
meant by the priority of the synchronic over the diachronic. _
Let us compare the historical development of a particular
language with a game of chess that is being played in front of us. The
state of the board is constantly changing, as each player makes hil
move. At any one time, however, the state of the game can be fully
described in terms of the positions occupied by the pieces.
(Actually, this is not quite true. For example, the state of the game
is affected, as far as the possibilities for castling are concerned, by
moving the king from, and back to, its original position. We may
neglect such minor points of detail in which Saussure’s analogy
breaks down.) It does not matter by what route the players have
arrived at a given state of the game. Regardless of the numbsr;_;
nature or order of the previous moves, the present state of the game.
is synchronically describable without reference to them. So it is,
according to Saussure, with the historical development of
languages. All languages are constantly changing. But each of thﬂf
successive states of a language can, and should, be described on its
own terms without reference to what it has developed from or what
it is likely to develop into.
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All this may seem highly theoretical and abstract. But it has some
very practical implications. The first has to do with what I will call
the etymological fallacy. Etymology is the study of the origin and
development of words. It had its source, as far as the Western
grammatical tradition is concerned, in the speculations of certain
Greek philosophers of the fifth century before Christ. The term
‘etymology’ is itself revealing. It contains a Latinized transcription
of a form of the Greek word ‘etumos’ meaning “true” or “‘real”,
According to one school of fifth-century Greek philosophers all
words were naturally, rather than conventionally, associated with
what they signified. This might not be evident to the layman, they
would say; but it could be demonstrated by the philosopher able to
discern the reality that lay behind the appearance of things, To
penetrate the often misleading appearances and, by careful analysis
of changes that had taken place in the development of the form or
meaning of a word, to discover the origin of a word and thereby its
real meaning was to reveal one of the truths of nature. What I am
referring to as the etymological fallacy is the assumption that the
original form or meaning of a word is, necessarily and by virtue of
that very fact, its correct form or meaning. This assumption is
widely held. How often do we meet the argument that because such
and such a word comes from Greek, Latin, Arabic, or whatever
language it might be in the particular instance, the correct meaning
of the word must be what it was in the language of origin! The
argument is fallacious, because the tacit assumption of an originally
true or appropriate correspondence between form and meaning,
upon which the argument rests, cannot be substantiated.

Etymology was put on a sounder footing in the nineteenth century
than it had been in previous periods. It is no longer fair to say, as
Voltaire is reported to have done, that etymology is a science in
which the vowels count for nothing and the consonants for very
little! As it is nowadays practised, it is a respectable branch of
historical, or diachronic, linguistics. As we shall see in Chapter 6, it
has its own methodological principles, whose reliability depends
upon the quality and quantity of the evidence upon which they are
brought to bear. In favourable instances the reliability of etymo-
logical reconstruction is very high indeed,

One point that became clear to nineteenth-century etymologists
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and is now taken for granted by all linguists is that most words in the
vocabulary of any language cannot be traced back to their origin,
Words that are deliberately created, by borrowing forms from other
languages or using any other principle, are untypical of the vocabus
lary as a whole, and certainly of what might be thought of as th
more basic, non-technical vocabulary of a language. What the
present-day etymologist does is to relate words of one synchroni=
cally describable state of a language to words, attested or recon-
structed, of some earlier state of the same language or of some other

of the earlier language have themselves developed from earlier
words. Whether the form or meaning of these earlier words is
recoverable by the techniques of etymology will depend upon the
evidence that has survived. For example, we can relate the present-
day English word ‘ten’ to the Old English word whose forms we"
either ren (with a long vowel) or tien. And we can relate the Old
English word, through successive hypothetical states, to a recon-
structed Proto-Indo-European word with the form *dekm, also.
meaning “ten”. But we cannot go back with any confidence beyond
that. And yet the Proto-Indo-European word "dekm — the prefixed.
asterisk indicates that it is reconstructed, not attested (cf. 6.3) — i
obviously not the origin, in any absolute sense, of all the words that
have developed from it in the languages that we can identify as
belonging to the Indo-European family. It must itself have de-
veloped from a word (which may or may not have meant “ten” =
there is no way of knowing) belonging to the vocabulary of some
other language; and that word in turn from some earlier word in
another language: and so on. Generally speaking, etymologists are
not concerned nowadays with origins. Indeed, they would say that
in many instances (e.g. the word ‘ten’) it does not make sense to
enquire about the origin of a word. All that the etymologist can tell
us, with greater or less confidence according to the evidence, is that
such and such is the form or meaning of a particular word's earliest
known or hypothetical ancestor. ,

This brings us to one of the more obvious ways in which Saus-
sure's analogy breaks down. Every game of chess, played according
to the rules and completed, has a determinate beginning and end.
Languages are not like this. Not only is it not the case (as far as we
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know) that all languages started from the same state of the board, as
it were, and then developed differently, but it is also impossible to
date the beginning of a language except by arbitrary convention and
very approximately. We cannot say, for example, at what point in
time spoken Latin became Old French, or Italian, or Spanish. Nor
can we say at what time a particular language ceased to exist —
except in respect of languages which have become extinet, more or
less suddenly, when their last native speakers died. Languages,
considered from the diachronic point of view, do not have deter-
minate beginnings or ends. In the last resort, it is a matter of
convention and convenience whether we say that Old English
and Modern English are two states of the same language or two
different languages.

There is yet another way in which Saussure’s analogy breaks
down. The game of chess is governed by explicitly formulated rules
and, within the limits imposed by these rules, the players determine
the course of any particular game that is being played in opposition
to one another and with reference to a recognized goal. As far as we
know, there is no directionality in the diachronic development of
languages. There may well be certain general principles which
determine the transition from one state of a language to another,
But, if there are such principles, they are not comparable with the
rules of a man-made game like chess. We shall look at the so-called
laws of language-change in Chapter 6.

The principle of the priority of synchronic description is usually
understood to carry the implication that, whereas synchronic de-
scription is independent of diachronic description, diachronic de-
scription presupposes the prior synchronie analysis of the successive
states through which languages have passed in the course of their
historical development. This may not have been Saussure’s view.
But it follows from what are now widely accepted assumptions
about the nature of language-systems.

Linguists sometimes talk, rather misleadingly, as if the passage of
time was of itself sufficient to explain language-change. There are
many different factors, both within a language and external to it,
which may cause it to change from one synchronic state to another.
Some of these factors and possibly the most important of them,
are social. The passage of time merely allows for their complex
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interaction to bring about what is subsequently recognized as a
transition from one state of the language to another, ;
Moreover the notion of diachronic development between success-

change in language appears to be much more mysterious than it
really is. What is characteristic of the speech of an apparently
insignificant minority of the members of a language-community at
one time may spread throughout most of the community in the
course of a generation or two. It might be quite legitimate for the
linguist describing the language synchronically at either of these
two points in time to discount the speech of the divergent minority.
But, if he does so, and then goes on to talk diachronically of ong
synchronically homogeneous language-system being transformed
into another equally homogeneous language-system, he will be
guilty of distorting the facts. Worse than that, he will run the risk of
creating for himself insoluble theoretical pseudo-problems. Once
we realize that no language is ever stable or uniform, we have made
the first step towards accounting, theoretically, for the ubiquity and
continuity of language-change. If we take two diachronically deter-
mined states of a language that are not widely separated in time we
are likely to find that most of the differences between them are also
present as synchronic variation at both the earlier and the later
time. From the microscopic point of view — as distinct from the
macroscopic point of view that one normally adopts in historical
linguistics — it is impossible to draw a sharp distinction between
diachronic change and synchronic variation,

In summary, the principle of the priority of synchronic description
is valid. But, in so far as it rests upon the fiction of homogeneity, it
must be applied sensibly and in full recognition of the theoretical
status of the concept of the language-system. It is to this point that
we now turn.

2.6 Structure and system 50

2.6 Structure and system

One of the definitions of ‘language’ that 1 quoted in Chapter 1 was
Chomsky's “a set (finite or infinite) of sentences, each finite in
length and constructed out of a finite set of elements” (cf, 1.2). Let
us adopt this as a partial definition of the term ‘language-system’,
which was introduced, it will be recalled, in order to eliminate some
of the ambiguity that attaches to the English word ‘language’.

In so far as they are by definition both stable and uniform,
language-systems cannot be identified with real natural languages:
they are theoretical constructs, postulated by the linguist in order to
account for such regularities as he finds in the language-behaviour
of the members of particular language-communities — more
precisely in the language-signals that are the products of their
language-behaviour. As we have seen, real natural languages are
neither stable nor homogeneous. However, there is sufficient sta-
bility and homogeneity in the speech of those who would generally
be considered to speak the same language for the linguist's postula-
tion of a common underlying language-system to be useful and
scientifically justifiable, except when he is dealing explicitly with
synchronic and diachronic variation. Throughout the next three
chapters, we shall take for granted the validity of the notion of the
language-system as it is here defined and explained,

Among the language-signals produced by an English speaker,
over a given period of time, some would be classified as sentences of
the language and some would not. We need not enquire at this stage
what are the criteria by virtue of which this division into sentences
and non-sentences is made. Obviously, there are principles that
determine the construction of larger texts and discourses. Further-
more, some of these principles are such that anyone violating them
might reasonably be accused of breaking the rules of the language.
Although it has not gone unchallenged in recent years, the tradi-
tional assumption that most, if not all, of what is involved in
knowing a language can be accounted for in terms of the construe-
tion and interpretation of sentences is still accepted by the majority
of linguists,

Sentences, let us say, are what would be conventionally punctu-
ated as such in the written language. As we have seen, natural
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languages have the property of medium-transferability (cf. 1.4]_‘.5
This means that, in general, any sentence of the written lang :
can be put into correspondence with a sentence of the spoken
language and vice versa. Spoken sentences are not, of course,
punctuated as such with anything that is strictly equivalent to the
initial capital letter or the closing full-stop, or period, of written
sentences. For present purposes, however, we can establish a rough
and ready equivalence between the punctuation-marks of a written
language and the intonation-patterns of the corresponding spoken
language.

The term ‘structure’ figures prominently in modern linguistics, as
it does in many disciplines. If we adopt the point of view that was
first clearly expressed by Saussure and is now accepted by all those
whao subscribe to the principles of structuralism, we will say not only
that a language-system has a structure, but that it is a structure. For
example, in so far as written and spoken English are isomorphic
(i.e. have the same structure), they are the same language: there
is nothing but their structure that they have in common. The
language-system itself is, in principle, independent of the medium
in which it is manifest. Itis, in this sense, a purely abstract structure,

Language-systems are two-level structures: they have the
property of duality (cf. 1.5). Spoken sentences are not just com-
binations of phonological elements; they are also combinations of
syntactic units, Chomsky's partial definition of a language-system
as a set of sentences, each of which is finite in length and constructed
out of a finite set of elements, must be extended to take account of
this essential property of natural languages. It is logically possible
for two language-systems to be isomorphic on one level without
their being isomorphic on the other. Indeed, as has been pointed
out already, it is because the so-called dialects of Chinese are
sufficiently close to being syntactically isomorphic (though they are
far from being phonologically isomorphic) that the same, non-
alphabetic, written language can be put into correspondence more
or less equally well with each of them. It is also possible for lan-
guages to be phonologically, but not syntactically, isomorphic. This
possibility is actualized to a greater or less degree by, let us say, a
native speaker of English speaking grammatically perfect French
with a particularly bad English accent. More interestingly, the
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independence of syntax and phonology is demonstrated often quite
dramatically in the process of creolization (cf. 9.3).

Matural languages, then, have two levels of structure and the
levels are independent, in the sense that the phonological structure
of a language is not determined by its syntactic structure and its
syntactic structure is not determined by its phonological structure,
It is unlikely, to say the least, that any two natural languages should
exist such that every spoken or written sentence of the one can be
heard or read as a sentence of the other (with or without the same
meaning). But it frequently happens, as a consequence of the
independence of phonological and syntactic structure, that the
same combination of elements (sounds in speech and letters in
alphabetic writing) realizes not one, but two or more, sentences.
The sentences may be distinguished one from another by intonation
or punctuation, as the case may be. Thus

(1) John says Peter has been here all the time
is distinguished from
(2) John, says Peter, has been here all the time

in written English by means of punctuation; and they would nor-
mally be distinguished from one another in spoken English by the
intonation-pattern superimposed upon them. But even without
differences of intonation or punctuation the same combination of
elements can realize more than one sentence. For example,

{1) We watched her box

could be either of two different English sentences, in one of which
her is an adjective-form (cf. his) and box a noun-form (cf, suitcase),
in the other of which her is a pronoun-form (cf. him) and box is a
verb-form (cf. wrestle). We need not bother about justifying the
traditional syntactic analysis of (3) to which I have covertly
appealed. This is something that will be taken up later. It suffices for
the present that we should have established that sentences, as
traditionally defined, cannot be identified, and distinguished one
from another, in terms of the phonological elements of which they
are composed. Indeed, as we can see from (3), they cannot even be
identified in terms of the syntactic units of which they are composed
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without taking into account other aspects of syntactic structure,
including the assignment of syntactic units to what are traditionally.
called parts of speech (noun, verb, adjective, etc.).

The syntactic units out of which sentences are constructed, unlike
the phonological elements, are very numerous. Nevertheless, like
the phonological elements, they are finite in number. Let us say that
every language-system presupposes the existence of a finite inventory
of elements and a finite vocabulary of (simple) units, together with a
set of rules (of perhaps several kinds) which interrelate the two
levels of structure and tell us which combinations of units are
sentences of the language-system and, by implication, if not expli-
citly, which are not. It should be noted that, as we shall see later, the
vocabulary of a natural language is much more than a set of syntac-

tic units. None of the modifications or terminological refinements to.

be introduced in subsequent chapters affects the substance of what
has been said here,
For the time being, what we have been calling syntactic units may

be thought of as forms: i.e. as combinations of elements such that

every distinguishable combination is a distinct form. But forms, in
this sense of the term, have a meaning, and their meaning is far from
being independent of their syntactic function. That this is so is clear
in the case of the forms her and box in (3) above. The traditional

view would be that there are (at least) two different words in the -

vocabulary of English, let us represent them (with single quotation-
marks) as ‘box,’ and ‘box,’ respectively, which differ both in mean-
ing and in syntactic function, but share the same form, box. We
shall later make more precise this traditional distinction between a

form and the unit of which it is a form; and, in doing so, we shall see

that the term ‘word’, as used both by linguists and by laymen, is
highly ambiguous (cf. 4.1).

Every sentence is by definition well-formed, both syntactically
and phonologically, in the language-system of which it is a sentence.
The term ‘well-formed’ is broader than, but subsumes, the morg

traditional term ‘grammatical’, as the latter is broader than, but

subsumes, the term ‘syntactically well-formed'. The nature and

limits of grammaticality (i.e. grammatical well-formedness) will be.

discussed in Chapter 4. Here it is sufficient to make the point that

well-formedness (including grammaticality) must not be confused
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with acceptability, potentiality for use or even meaningfulness.
There are indefinitely many sentences of English and other natural
languages that, for various reasons, would not normally occur: they
might contain an unacceptable juxtaposition of obscene or blas-
phemous words; they might be stylistically awkward or excessively
complex from a psychological point of view; they might be self-
contradictory or describe situations which do not occur in the world
inhabited by the society using the language in question. Any com-
bination of elements or units of a given language, L, which is not
well-formed in terms of the rules of L is ill-formed with respect to L.
Ill-formed combinations of elements or units may be marked as
such by means of a preceding asterisk.! Thus

{4) *He weren’t doing nothing

is ill-formed, and indeed ungrammatical, with respect to Standard
English. It is, however, grammatically well-formed in certain non-
standard dialects of English. This example illustrates the more
general point that different languages may be constructed out of the
same elements and units, what is well-formed in one language being
ill-formed with respect to another language. Although the point has
been illustrated with reference to two dialects of the same language,
it holds, in principle, for what would be thought of as quite different
languages.
More could be said here about the structure of language-systems.
It is best left for the chapters dealing with phonology, grammar and
semantics, where the general points can be introduced gradually
and exemplified in greater detail .2
We began this section by accepting Chomsky’s definition of a
language (i.e. a language-system) as a set of sentences. It is
1 The use of the asterisk to indicate jll-formedness must not be confused with its
equally common, and longer established, employment in historical linguistics to

mark reconstructed forms (cf. 2.5), The context will make it clear which use is
intended,

? The terms 'structure’ and 'system’ are frequently used, especially by British ling-
nists, in a specialized sense: ‘system’ for any set of elements or units that can oceur
in the same position; ‘structure’ for any combination of elements and units that
results from the appropriate selection in particular positions, Defined in this way
‘structure’ and ‘system’ are complementary: each presupposes the other, Systems
are established for particular positions in structures; structures are identified in
terms of the selections made from systems (cf. Berry, 1975). In this book, ‘system’
and ‘structure’ are employed in a more general sense.
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preferable, however, to think of a language-system as being com-
posed of an inventory of elements, a vocabulary of units and the
rules which determine the well-formedness of sentences on both
levels. And this is what we shall do from now on. Arguably, under
the appropriate definition of ‘sentence’ the two ways of thinking of
language-systems coincide.

FURTHER READING

Generally, as for Chapter 1. In addition, Crystal (1971), chapters 2-3;
Lyons (1974).
Of the textbooks asterisked in the Bibliography, Robins (1g79a) is the most
comprehensive, and also the most neutral in its presentation of controver-
sial issues; Lyons (1968) emphasizes the continuity between traditional
grammar and modern linguistics, is restricted to synchronic microlinguis-
tics, and is slanted towards (a now outdated version of) transformational
grammar; Martinet (1960) is in the tradition of European structuralism;
Gleason (1961), Hill (1958) and Hockett (1958}, together with Joos ( 1066),
give a good account of the field from the point of view of so-called post-
Bloomfieldian linguistics; Scuthworth & Daswani (1974) is particularly
good on linguistics in relation to sociclogy and anthropology, and also on
applied linguistics; so too though less comprehensive is Falk (1973); Akma-
jian, Demers & Harnish (1979), Fromkin & Rodman (1974) and Smith &
Wilson (1979) are all consistently Chomskyan in inspiration and, generally
speaking, stress the biological, rather than the cultural, in language. For
discussion of the various trends and schools in modern linguistics, and for
further references, cf. Chapter 7.

Historical (i.e. diachronic) linguistics is dealt with later (Chapter 6). So too
are most branches of macrolinguistics (Chapters 8-10).

On applied linguistics, see Corder (1973) and for more detailed discussion
Allen & Corder (19753, b, c).

QUESTIONS AND EXERCISES

1. Inwhat sense is linguistics a science? Does this imply that it is not one of
the humanities?

2. “since every branch of knowledge makes use of language, linguistics
may, in some respects, be said to lie at the centre of them all, as being
the study of the tool that they must use” (Raobins, 197ga: 7). Discuss.

4. "“The only useful generalizations about language are inductive gener-
alizations™ (Bloomfield, 1935: 20). Discuss,

4. Why do linguists tend to be so critical of traditional grammar?
%. "It is often felt, by both philosophers and linguists, that . . . intuitions

Lo,
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are ‘unscientific’, not amenable to direct observation, variable and
untrustworthy. It seems to us that this is not a valid objection . .
(Smith & Wilson, 1979: 40). Discuss,

. Devise an appropriate context for the Standard English utterance [

didn’t do nothing (with the appropriate prosodic structure).

. What, if anything, is wrong with (a) between you and I and (b) You and

mie will go together? Can logic or traditional Latin-based principles help
us to decide?

. What is the difference between the descriptive and the prescriptive (or

normative) approach to the investigation of language?

- Exemplify, from your experience if you can, the phenomenon of hyper-

correction.

“The word ‘alibi’ is commonly misused these days: it is a legal term
which comes from the Latin word meaning “somewhere else” and
should not be used as if it was synonymous with the everyday noun
‘excuse’.” Discuss,

Explain what is meant by the priority of the synchronic over the
diachronic point of view in linguistics,

Give a critical account of Saussure’s famous comparison between a
language and a game of chess.

A naive view of literal translation might be that it consists in the
one-for-one substitution of the word-forms of the target language for
the word-forms of the source-language. Is this what is normally meant
by the term ‘literal translation'? Can you identify some of the reasons
why the naive view is unrealistic as far as natural languages are con-
cerned?

. “The language-system itself . . . is a purely abstract structure” (p. 60).

Consider this statement with reference to the use of simple codes and
ciphers based on the principle of (a) letter-for-letter and (b) word-for-
word substitution in written messages. Do such cryptographic tech-
niques necessarily preserve or destroy isomorphism?

Can you devise a simple code or cipher which exploits the indepen-
dence of the two levels of structure in a language-system and changes
the one without affecting the other?
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The sounds of language

3.1 The phonic medium

Although language-systems are, to a very considerable extent,
independent of the medium in which they are manifest, the natural
or primary medium of human language is sound, For this reason,

inguisti is

the study of sound 1s of more central im

the study of writing, of gesture -medium,

whether actual or potential. But it is not sound as such, and not the

full range of sound, that is of concern to the linguist. He is interested
in the sounds that are produced by the human speech-organs in so

far as these sounds have a role in language. Let us refer to this

limited range of sounds as the phonic medium and to individual
sounds within that range as speech-sounds. We may now define
phonetics as the stud e phonic i

Phonetics, it must be emphasized, is not phonology; and speech-
sounds are not to be identified with phonological elements, to which
reference has been made in previous sections. Phonology, as we
have seen, is one part of the study and description of language-
systems, another being syntax, and yet another semantics. Phono-
logy draws upon the findings of phonetics (though differently
according to different theories of phonology); but, unlike
phonetics, it does not deal with the phonic medium as such. The first
three sections of this chapter deal, as simply as possible, with such
basic concepts and categories of phonetics as are essential for the
understanding of points made elsewhere in this book and of the
notation that is employed in making them. They are not intended to
serve as a satisfactory introduction to what has become, in recent
years, a very broad and highly specialized branch of linguistics.

The phonic medium can be studied from at least three points of
view: the articulatory, the acoustic and the auditory. Articulatory

phonetics investigates and classifies speech-sounds in terms of the
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way they are produced by the speech-organs; acoustic phonetics, in
terms of the physical properties of the sound-waves that are created
by the activity of the speech-organs and travel through the air from
speaker to hearer; auditory phonetics, in terms of the way speech-
sounds are perceived and identified by the hearer’s ear and brain.
Of these three branches of phonetics, the longest established, and
until recently the most highly developed, is articulatory phonetics.
For this reason, most of the terms used by linguists to refer to
speech-sounds are articulatory in origin. We will adopt the articula-
tory viewpoint in the account that is given of them in this book.

There are, however, several facts that have been either dis-
covered or confirmed by acoustic and auditory phonetics - and
more especially by the former, which has made great progress in the
last twenty-five or thirty years - of which no one with a serious
interest in language can afford to be ignorant. Most important of
these perhaps is the fact that repetitions of what might be heard as
the same utterance are only coincidentally, if ever, physically (i.e.
acoustically) identical. Phonetic identity (unlike phonological
identity, as we shall see in the following section) is a theoretical
ideal: in practice, the speech-sounds produced by human beings —
even by highly trained phoneticians — do no more than approximate
to this ideal to a greater or less degree. Phonetic similarity, not
phonetic identity, is the criterion with which we operate in the
phonological analysis of languages. And phonetic similarity, con-
sidered from an articulatory, an acoustic or an auditory point of
view is multidimensional. Given three speech-sounds, x, y, and z:
x may be more similar to y than it is to z on one dimension, but
more similar to z than it is to y on another dimension.

Acoustic phonetics has also confirmed what had already been
established by articulatory phonetics: the fact that spoken utter-
ances, considered as physical signals transmitted through the air,
are not sequences of separate sounds. Speech is made up of conti-
nuous bursts of sound. Not only are there no breaks between the
sounds of which spoken words are composed; the words themselves
are not usually separated by pauses (except of course when the
speaker hesitates momentarily or adopts a special style of delivery
for dictation or some other purpose). Continuous speech is seg-
mented into sequences of speech-sounds in terms of the more or less




(it The sounds of language

grossly discernible transitions between one relatively steady state of
the signal and a preceding or following relatively steady state. This
point will be exemplified below from the articulatory point of view,
It is important to note, however, that segmentation on the basis of
purely acoustic criteria would frequently give quite different results
from segmentation carried out on the basis of purely articulatory
(or auditory) criteria.

The integration of the three branches of phonetics is no simple
matter. One of the most important, and initially most surprising,
findings of acoustic phonetics was that no straightforward correla-
tion can be established between some of the most prominent
articulatory dimensions of speech and such acoustic parameters
as the frequency and amplitude of sound-waves. To make the point
more generally, in relation to all three branches of phonetics: the
categories of articulatory, acoustic and auditory phonetics do not
necessarily coincide. For example, what might seem to be obvious
articulatory and auditory differences between different kinds of
consonants, let us say between p-sounds and ¢-sounds or k-sounds,
do not show up as any single identifiable feature, or set of features,
in an acoustic analysis of signals containing them. The auditory dimen-
sions of pitch and loudness correlate with the acoustic parameters of
frequency and intensity; but the correlation between pitch and

frequency, on the one hand, and between loudness and intensity on -

the other, is not stateable in terms of a fixed ratio valid for the whole
range of speech-sounds varying along the relevant dimensions,
This does not mean that the categories of one branch of phonetics
are more or less reliable, or intrinsically more or less scientific, than
the categories of any other branch of phonetics. Speaking and
hearing, it must be remembered, are not independent activities.
Each involves feedback from the other. It is a matter of common
observation that when someone goes deaf his speech also tends to
deteriorate. This is because we normally monitor our production o
speech as we are producing it and, for the most part uncon-
sciously, make the necessary adjustments to the settings of what we
may think of as the articulatory apparatus, as and when feedback
from this monitoring process tells the brain-that the auditory norms
are not being met. The acoustic signal contains all the information
that is linguistically relevant, but it also contains a lot of information
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that is not. Furthermore, the acoustic information that is linguisti-
cally relevant must be interpreted by the human speaker-hearer
mechanisms controlled by the human brain. The new-born baby
seems to be endowed with a predisposition to concentrate upon
certain kinds of acoustic information and to neglect others. In the
acquisition of language he perfects the ability to produce and to
identify the sounds that occur in the speech that he hears around
him; and he refines both his articulatory and his auditory perfor-
mance by monitoring the acoustic signals that he himself produces.
There is a sense, therefore, in which the child, in the normal process
of language-acquisition, is, and must be, without the aid of scientific
instruments or specialized training and over a limited range of the
phonic medium, a competent practitioner in all three branches of
phonetics, and, more especially, in the integration of the quite
disparate information that the three branches operate with. So far,
the professional phoneticians can give only an incomplete descrip-
tion and explanation of the highly skilled integrative ability that the
vast majority of human beings acquire in childhood and practise
throughout their speaking lives.

3.2 Phonetic and orthographic representation

Towards the end of the nineteenth century, by which time articula-
tory phonetics was beginning to make real progress in the Western
world (on the basis, it is only fair to add, of the centuries-old Indian
tradition), scholars began to feel the need for a standardized and
internationally acceptable system of phonetic transcription.
Although there was, and still is, much to be said for non-alphabetic
systems of representation, it is the International Phonetic Alphabet
(IPA), developed and promulgated by the International Phonetic.
Association_since 1888, which, with or without minor modifica-
tions,ds.now most widely used by linguists. The basic principle upon
which the IPA is constructed is that of having a different letter for
each distinguishable speech-sound. Since there is in fact no limit to
the number of distinguishable speech-sounds that can be produced
by the human speech organs (or, at least, no typographically
reasonable upper limit) this principle cannot be consistently
applied. The IPA, therefore, provides its users with a set of diacri-
tics of various kinds which can be added to the letter-symbols in
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order to make finer distinctions than the letters alone make pos-
sible. By making a correct and judicious employment of diacritics
the trained phonetician can represent as much of the fine detail asis
necessary for the purpose in hand. He cannot faithfully represent all
the phonetic detail that distinguishes one individual utterance from
another; and there is no reason, generally, why he should wish to,
For some purposes a relatively broad transeription is perfectly
adequate; for others, a relatively narrow transcription is necessary, !

We shall make use of the IPA, from now on, whenever we have
oceasion to refer to speech-sounds or phonetically_transcribed
forms, And we shall respect the standard convention according to
which phonetic transcriptions are enclosed in square brackets,
Thus, instead of referring to p-sounds, k-sounds, etc., as we did.
earlier, we shall refer to [p] and [k]: I have deliberately chosen [PA
letter-symbols here which have the same phonetic value, broadly
interpreted, as the letters p and k have in the writing-systems of
most European languages, including English. Most of the IPA
letter-symbols come from the Latin or Greek alphabets. But as
anyone who knows, say, English, French, Italian and Spanish is
well aware, the same letters are far from having the same phonetic
value in all the languages that use essentially the same alphabet,
Indeed, the same letter does not necessarily have a constant
phonetic value within the writing-system of a single language. It is
one of the advantages of having a standard and internationally
accepted phonetic alphabet that one does not have to relativize
the interpretation of one's symbols to particular languages or even
particular words: “‘g as in Italian”, “u as in the French word ", ete.
The price that must be paid for this very considerable advantage is
that users of the IPA are required to abandon any assumptions that
they might have, for whatever reason, about the way in which a
particular letter-symbol ought to be pronounced. For example, [¢]
is a very different sound from any of the sounds represented by the
letter ¢ in English, French, Italian or Spanish, In what follows, only
a minority of the IPA letter-symbols will be introduced, and very
few diacritics.

| The difference between a broad and a narrow transcription (which, in the nature ni 1

things, is relative, rather than absolute) is that the former gives less detail than the
latter. A broad transcription is not necessarily phonemic (cf. 3.4). d
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Once we have furnished ourselves with a system of phonetic
transcription, we shall have two ways of referring to forms: (a) in
italics in their conventional spelling (or transliteration thereof)
without square brackets, e.g. the English forms led and lead; (b)ina
broad IPA transcription, in square brackets, e.g. [led] and [li:d].2
We can now add to this a third: (c) in italics, enclosed within angle
brackets, e.g. <led> and <lead>. Only sparing use will be made of (c).
But its availability enables us to distinguish written forms, (c), from
phonetically transeribed spoken forms, (b), and each of these from
forms whose spoken or written form is not of immediate concern to
us, (a). It also enables us to make such statements as the following:
the written form <lead> corresponds to two spoken forms, [li:d] and
[led]; conversely, the spoken form [led] corresponds to two written
forms <led> and <lead>. i

Many-to-one correspondence, of this kind, between written and
spoken forms is traditionally described as homophony (*“sameness
of sound™): cf. rode and road, father and farther, court and caught,
in the so-called Received Pronunciation (RP) of British English.?
In certain Scottish accents, none of these pairs of forms are
homophones; as father : farther and court : caught are not, though
caught and cot are, in many American accents. It is an important
fact about Standard English that it is pronounced differently by
different groups and that what are homophones for one group of
speakers may not be for another. The converse of homopheny, to
which less attention was given by traditional grammarians, is
homography (*'sameness of spelling”): cf. the homographs import,
and import,, whose spoken correlates differ in respect of the posi-
tion of the word-stress.

It is because there are in English and in many other languages

! The colon indicates lengthening of the sound denoted by the preceding letter-
symbol,

! RP is the pronunciation of English, based originally on the speech of educated
people in London and the South-East, which by the nineteenth century had come
to be thought of as the only socially acceptable pronunciation in polite English
society, In particular, it was the pronunciation of those received at Court. Propa-
gated by the public (fee-paying) schools and adopted in the 19308 by the BBC for
their aanouncers, it is less reglonally based nowadays than any other accent of
English inany part of the world, though it no longer enjoys quite the same prestige,
especially among the young, as it ence did. All phonetically transcribed English
forms in this book are assumed to be pronounced with an RP accent.
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with a conservative spelling-system both homophones that are not

homographs, on the one hand, and homographs that are not

homophones, on the other, that homophony and homography force
themselves upon our attention in the description of such languages.

But, as we shall see later, there may be grammatical or semantic'
reasons for distinguishing forms that are identical in both the phonie

and the graphic medium. For example, found, (the past-tense form

of ‘find’) and found, (one of the present-tense forms of ‘found”) are.
both homophones and homographs; the words of which they are

forms, ‘find’ and ‘found’ are (partial) homonyms.

3.3 Articulatory phonetics

It has already been pointed out that the so-called speech-organs

have other functions, unconnected with speech and even with the
production of sound, and that these other functions are biologically
primary. The lungs supply oxygen to the blood; the voeal cords

(situated in the larynx, or Adam’s apple) serve, when brought
together, to close off the trachea, or windpipe, and prevent food

from entering; the tongue and teeth are used for eating; and so on.
Mevertheless, the speech-organs do constitute what might be
reasonably described as a secondary biological system, and there is

some evidence of their evolutionary adaptation to the production of

speech. In articulatory phonetics, speech-sounds are classified in
terms of the speech-organs that produce them and the mannesin

which they are produced.

Most speech-sounds in all languages are produced by modifying,
in some way, the airstream that is expelled by the lungs up the
windpipe, through the glottis (the space between the vocal cords)
and along the vocal tract. The vocal tract runs from the larynx, at
one end, to the lips and nostrils at the other,

If the vocal cords are kept close together and made to vibrate as
the air passes through the glottis the sound thus produced is voiced;
if the air passes through without vibration of the vocal cords, the
resultant sound is voiceless. This yields one of the major articulatory
variables. Most vowels in all languages, and all vowels in English
{except in whispered speech), are voiced, But both voiced and
voiceless consonants are common throughout the languages of the
world, even though the distinction between voiced and voiceless
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Figure 1. The speech organs. 1. Lips, 2. Teeth, 3. Teeth-ridge (alvealar
ridge), 4. Hard palate, 5. Soft palate (velum), 6. Uyula, 7. Tip of tongue,
8. Blade of tongue, g. Back of tongue, 1o, Pharynx, 11, Epiglottis,
12. Food passage, 13. Vocal cords

consonants does not always serve, as it does in English, to distin-
guish one form from another in the phonic medium. Voiceless
consonants include [p], [t], [k]. [s], [f]; the corresponding voiced
sounds are [b], [d], [g]. [2], [v]. When the IPA does not provide two
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different letter-symbols for corresponding voiced and voiceless
speech sounds, diacritics can be used to draw the distinction, The
diacritic for voicelessness is a small circle below the letter-symbol.
For example, the IPA makes the assumption that vowels are voiced
unless they are explicitly marked as voiceless, so that [a], [e], [i], ete.
are the voiceless counterparts of the voiced vowels [a], [e], [i], etc.
Itis important to note that, despite the fact that diacritics are used in
the one case, but not in the other, the phonetic relationship be-
tween [a] and [a], or [e] and [¢g], is exactly the same as that between
[b] and [p], or [d] and [t].

Another important articulatory variable is that of nasality. If the
velum, or soft palate, is lowered at the back of the throat to keep
open the passage into the nasal cavity, air can escape through the
nose at the same time as it also emerges from the mouth. Speech-
sounds produced in this way are nasal, in contrast with non-nasal (or
oral) sounds, in the production of which there is no emission of ajr
through the nose. Possible nasal consonants include [m], [n] and
[0]. all of which occur in English, [p] as the final sound in forms like
wrong, sing (in the RP pronunciation of them). Nasal consonants
are assumed to be voiced unless they are marked as voiceless with
the appropriate diacritic: [m], [n], (0], etc, As [b] contrasts with [p]
and [m] with [m] on the dimension of voice, so [m] contrasts with [b]
and [m] with [p] on the dimension of nasality. Similarly for [d] : []
:[n]:[n], and for [g]:[k)::[v]:[n]. Vowels are assumed to be oral
unless they are explicitly marked as nasal by means of a so-called
tilde ["] above the appropriate letter-symbol. Thus, [4], [¢]. etc. are
the (voiced) nasal counterparts of [a], [e], etc. Once again, it is
important to realize that [b], [p] and [m], [d], [t] and [n], and [g], [k]
and [p] are related to one another phonetically in precisely the same
way as [a], [a] and [&].

A third articulatory dimension is that of aspiration. Aspirated
sounds differ from the corresponding unaspirated sounds in that the
former are produced with an accompanying small puff of breath.
(Actually, aspiration is more properly treated as an aspect of the
voice/voiceless distinction rather than as being a completely inde-
pendent variable. It depends upon the timing of the switching on
and off of voice relative to concomitant articulatory processes.
There are other secondary articulations that we shall not go into
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here: glottalization, palatalization, labialization, velarization, etc.)
Aspirated consonants, usually voiceless, occur in many langnages,
including English, as we shall see later. Instead of using the IPA
diacritic for aspiration, we shall follow what is the more common
practice nowadays and put a raised letter aitch immediately after the
appropriate IPA letter-symbol. Thus [p*] is the aspirated counter-
part of [p].

So far we have used the traditional terms ‘consonant’ and ‘vowel’
without explaining them, As far as their articulation is concerned,
consonants differ from vowels in that consonants are produced by
temporarily obstructing or restricting the airstream as it passes
through the mouth, whereas vowels are produced without any
obstruction or restriction of the airstream. The phonetic difference
between consonants and vowels is not, in fact, absolute; and there
are certain speech-sounds which have an intermediate status. In the
brief and simplified exposition of the main concepts of articulatory
phonetics that is being given here we need not go into such details.

Consonants may be subdivided into several groups according to
the nature of the obstruction of the airstream. The obstruction may
be total, resulting in a stop (or occlusive), or partial; if it is partial,
but such as to cause audible friction, the resultant sound is classified
as a fricative. Typical stops are [p], [t] and [k]; typical fricatives are
[f] and [s]. Consonants are also classified, on another articulatory
dimension, in terms of their place of articulation: i.e. according to
the place in the mouth where the obstruction occurs. There are
indefinitely many points along the vocal tract at which the breath
can be obstructed by the articulators: vocal cords, tongue, teeth,
lips, etc. No language makes use of more than a small number of
these. The following places of articulation are among those used in
English and other familiar languages (with or without secondary
articulations of various kinds):

bilabial (or simply labial), the lips being brought together, e.g. [p],
[b], [m].

labiodental, the lower lip being brought into contact with the upper
teeth, e.g. [f], [v]. Whereas [p], [b], [m] are stops, [f], [v] are
fricatives. (Bilabial fricatives and labiodental stops, both oral and
nasal, are less common, but do occur.)
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dental, the tip of the tongue being brought into contact with the
upper teeth, e.g. [t], [d]. [n]. [8], [8].

alveolar, the tip of the tongue being brought into contact with the
alveolar ridge (the upper teeth-ridge), e.g. [t], [d], [n], [s], [2]. It
should be noted that the same symbols may be used, in a broad
transcription, for both dental and alveolar stops, though the IPA
provides diacritics to distinguish the one class from the other, if it is
necessary to do so. The initial consonants of English thick and this
are dental fricatives, voiceless and voiced respectively, transcrib-
able as [] and [8], whereas the [t}-, [d]- and [n]-sounds of most
accents of English (in most positions of a word) are alveolar (unlike
the [t]-, [d]- and [n]-sounds of French, Spanish or Russian or, for [t]
and [d] at least, Italian).

palatal, the front of the tongue being brought in contact with the
hard palate, e.g. the stops [c] and [3] and the fricatives [¢] and [j].

velar, the back of the tongue being brought into contact with the
velum, or soft palate, e.g. the stops [k] and [g] and the fricatives, [x]
and [y]. The difference between palatals and velars, like the dif-
ference between dentals and alveolars, is a matter of degree {more
so than, for example, the difference between labials and dentals, or
between dentals and palatals). Though palatals are not common in
maost positions of a word in English, the voiceless palatal fricative,
[¢] is found in German (in most dialects), Castilian, Spanish and
Modern Greek, as well as being one of the possible RP pronuncia-
tions of the initial consonant of an English form like hue (the letter
<h>in English covers a range of sounds the quality of which is largely
determined by the accompanying vowel). The sounds that corres-
pond in the English writing-system to the letters <k» and <c> are, in
most phonetic environments, varieties of velars, but in certain
positions (as is also the case for many languages) they come close to
being palatals, e.g. in key and cue. The voiceless velar fricative [x]
does not occur in RP, but is found as the final consonant in a
Scottish pronunciation of loch and is common in German and some
dialects of Spanish.* The voiced velar fricative [y] is rarer in Euro-

* In Castilian Spanish, however, the so-called jota-sound in forms like hija “'daugh-
ter” is commonly pronounced as a post-velar, or uvular, fricative; TPA [x].
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pean languages than its voiceless counterpart, but it does occur in
Modetn Greek (and in some dialects of Russian).

glottal, the vocal cords being brought momentarily together, e.p.
the stop [?] and the fricatives [h] and [f], voiceless and voiced
respectively. Since the vocal cords cannot be vibrating when fully
closed, there is no voiced glottal stop, though both voiceless and
voiceless glottal fricatives exist. The glottal stop occurs as what is
often perceived as a socially stigmatized variant of a [t]-sound be-
tween vowels, in forms like city, united, butter, in many urban
accents of England and Scotland including those of London (Cock-
ney), Manchester, Birmingham and Glasgow (as well as occurring,
unnoticed as such, in other phonetic environments, even in RP). It
is important to emphasize, therefore, that it is from a phonetic point
of view a perfectly respectable, independent consonant, not to be
confused with [t], and is widespread in the languages of the world.

Many other places of articulation are recognized by the IPA for the
classification of consonants, and some of them need to be referred
to in a complete phonetic description of English. For the purpose of
illustrating the general principles of the articulatory classification of
consonants the above will suffice. The symbols introduced so far
(and a few others) are given in Table 1. It will be noted that whereas
the vertical dimension of the table represents what may be regarded
as a single articulatory parameter (if we neglect co-articulation and
secondary articulations), the horizontal dimension of the table does
not, There is a hierarchical arrangement of stops vs. fricatives, with
stops being further subclassified as oral vs, nasal and both stops and
fricatives being subclassified as voiceless vs. voiced. The multi-
dimensionality of what is called manner of articulation, in contrast
with the essential unidimensionality of place of articulation, would
be even more obvious if we were to go more fully into the classifica-
tion of consonants (distinguishing such classes as rolls, Aaps,
liquids, etc.), Let us keep this point in mind,

We turn now to the articulatory analysis of vowels, Since vowels
(in so far as they can be sharply distinguished from consonants) are
characterized by the absence of obstruction of the airstream in the
mouth, they do not have a place of articulation in the same sense as



78 The sounds of language

Table 1. Selected consonants in IPA notation. (Aspiration is not
represented since it is in all cases symbolized by a diacritic. The
symbols for voiceless nasals are similarly constructed by adding a
diacritic to the appropriate letter-symbol)

—_— — =

Manner of Stops Fricatives
articulation

Oral Masal
Place of

articulation Voiceless WVoiced Voiced Voicéless Voiced
bilabial p b m & p
labiodental n b ) f v
dental I d 0 (1] [v]
alveolar t d n 5 z
palatal c 3 n g j
velar k E n x ¥
glottal ? h f

consonants. We have to consider the total configuration of the oral
cavity. This is infinitely variable in three phonetically relevant
dimensions, labelled by convention as close : open (alternatively,
high : low), front : back and rounded : unrounded,

A close (or high) vowel is one in the production of which the jaws

are held close together (because the tongue is high in the mouth); in
contrast, the production of an open (or low) vowel involves the
opening of the mouth more widely (because of the lowering of the
tongue). Both [i] and [u] are close (high), and both [a] and [a] open
(low).

A front vowel is one produced by holding the tongue (more pre-
cisely, the highest point of the tongue, since it is of course fixed at its
root in the back of the mouth) towards the front of the mouth; a
back vowel involves retraction of the tongue. Both [i] and [a] are
front, and both [u] and [a] back.

A rounded vowel is produced with the lips rounded; an unrounded

vowel is produced without lip-rounding. [u], [o] and [3] are round-
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ed; [i], [e], [e] and [a] are unrounded. Cardinal vowel no. s, [a],
being maximally open, is also unrounded.

Several points may now be made briefly about this three-
dimensional classification of vowels. First, since each of these
dimensions is continuous, the difference between any two vowels in
terms of openness, backness and rounding is always a matter of
more or less. However, for purposes of standardizing their ref-
erence to vowels, phoneticians make use of the system of cardinal
vowels. These must not be identified with the vowels of any actual
language: they are theoretical points with reference to which the
trained phonetician can plot the vowel-sounds of particular lan-
guages. He can make such statements as: the vowel in the French
form pie, which we may transcribe as [pi], approximates more
closely to cardinal [i] than does the first part of the vowel in the RP
pronunciation of the English word pea, which we may also trans-
cribe, broadly, as [pi], or more narrowly (indicating both the aspira-
tion of the consonant and the length, but not the non-uniform,
diphthongal, quality of the vowel) as [phi:]. The eight primary
cardinal vowels are given in Figure 2: we shall come to the secon-
dary cardinal vowels presently. It will be observed that cardinal
vowels 1, 4, 5 and 8 — viz. [i], [a], [a] and [u] - are the theoretical
extremes on the dimensions of openness and backness. At in-
termediate points between [i] and [a] and between [u] and [a], at
what are judged to be auditorily equal intervals, we find the half-
close vowels [e] and [0] and the half-open vowels [¢] and [a],
The next point to note is that whereas all the front vowels in
Figure 2 are unrounded, all the back vowels (except for cardinal
vowel no. 5) are rounded. This does not mean that rounded front
vowels or unrounded back vowels do not occur. They certainly do.
But they are less commonly found - especially unrounded back
vowels — in European languages; and both the IPA and the subse-
quently developed cardinal-vowel system have a certain bias to-
wards European languages. But each of the primary cardinal
vowels has its counterpart among the secondary cardinal vowels
(front rounded and back unrounded), numbered from o to 16, For
example, the secondary counterpart of [i] is no. g, the front rounded
[¥], to which the vowel of the French word fu approximates; the
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Figure 2. The primary cardinal vowels

secondary counterpart of [u] is no. 16, the back unrounded [wl]:
Japanese has vowels approximating to cardinal [w].

It will further be noted that the vowels of Figure 2 are arranged

along the sides of a quadrilateral, whose base is much shorter than
its top. This diagram schematically represents the fact that, for
physiological reasons, there is from both an articulatory and audi-
tory point of view less difference along the front-back dimension
with open vowels than with close vowels: less difference, for ex-
ample, between [a] and [a] than there is between [i] and [u]. The
same holds true with respect to rounding, So [i] differs from [u]

more than [a] differs from [a] in two of the three dimensions

(rounding being completely irrelevant in the case of maximally
open vowels). It is not surprising, therefore, that languages tend to
have asymmetrical vowel systems in which fewer distinctions are
made among open vowels than among close vowels.

Finally, it must be once again emphasized that the vowel quadri-
lateral represents a three-dimensional continuum, within which,
except in the theoretical ideal, the IPA vowel-symbols denote
regions rather than points. Furthermore, there are regions es-
pecially in the centre of the continuum that are not at all well-served
by the IPA or the cardinal-vowel system.

So much, then, for the articulation of consonants and vowels.
What has been said, brief and selective though our treatment of the
question has been, will have made one point abundantly clear. Both
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consonants and vowels, considered as segments of speech, are
bundles of articulatory features, each of which can be treated as the
value of a variable on a particular dimension. For example, [m] is a
voiced, bilabial, nasal stop: i.e. it has the value [voiced] on the
dimension of voice, the value [labial] on the dimension of (primary)
place of articulation, [nasal] on the dimension of nasality, and [stop]
on the dimension of occlusion or obstruction.

The square brackets enclosing the terms 'voiced’, labial’, etc., in
the previous paragraph indicate that these terms are labels for
phonetic features. Tables 2 and 3 now reclassify some of the conso-
nants and vowels introduced above as sets of features. These fea-
tures, it will be appreciated, are simultaneous, not sequential (in
any relevant sense). It will also be appreciated that a distinction
must be drawn between features that are independently variable
and those that are not. Thus, a speech-sound cannot be, at any one
point in time, both voiced and voiceless, or both nasal and oral.
Tables 2 and 3 use plus-signs and minus-signs to incorporate this
fact: [voiced], [nasal], etc., have been chosen as the positive, and
[voiceless], [oral], etc., as the negative, members of correlated pairs
of features. As far as the place of articulation of consonants is
concerned, the situation is different. True, if a consonant is (pri-
marily) labial it cannot also be (primarily) dental or velar. But we
cannot treat either [dental] or [velar] as negative in relation to
[labial]. This being so, if a consonant is marked positively with a
plus-sign for one of the values along the dimension of place of
articulation, it is shown in Table 2 as neutral, rather than negative,
for the other values. Similarly as far as the difference between stops
and fricatives are concerned. Table 3 represents only the three
dimensions of the articulatory classification of vowels that have to
do with the configuration of the mouth: it is an easy matter to extend
Table 3, in the light of earlier discussion, to incorporate the voiced :
voiceless and the oral : nasal distinctions for vowels too. Tables 2
and 3 will be useful for future reference.

But we must now raise the question of segmentation itself. How
do we decide that a given burst of speech, analysed from the point of
view of articulatory phonetics, consists of such and such a number
of sequentially ordered segments? The determining principle of
phonetic segmentation is very simple to state, but far from simple to
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Table 2. Selected consonants analysed into their component
articulatory features. (Aspirated voiceless oral stops are exemplified,
but not aspirated voiced stops, oral or nasal; nor are voiceless nasals,
Places of articulation are restricted, for the purpose of illustration,
to three: labial, dental, velar. The table can be readily expanded to
include all the consonants in Table 1 with their aspirated counterparts)

Phonetic r' {

Arti ™ segments |
culatory
features

-
=
o
8
=
=
s
0
=]
@
on
=
=
s
=
-

voiced
aspirated
nasal
stop
fricative
labial
dental
velar

So 4 o4 |+ |
oo+ o+ |

+
+
+

I
|
I
|
I
|

oo+ o+ 4+ |+
oo+ +oos |
ot+oot+ |+
oF o4+ oo |

co++ooot | T

| =+ oo+ |

o+ ot oos 4
+oooo4+ |

+oco+ |+ |
+ooo+ 4+ | +
+ooco+ocao |

S+oo4+ |+ 1
+ o oo+ |

o4 oo 4 |

| =2+ o+ |
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apply, without a good deal of more or less arbitrary decision in
particular instances. We establish a boundary between segments
(and thus establish the segments themselves) at those points at
which there is a change of value in one or more of the articulatory

variables: for example, from [labial] to [dental], from [voiced] to

+oo+ooo+ o
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[voiceless], from [back] to [front], from [nasal] to [oral]. The prin-
ciple is often difficult to apply, because the changes of value are not
always sharp and the stretches of sound between successive changes
of value are not perfectly steady states.® Furthermore, certain fea-
ture transitions (e.g. the onset of voice or aspiration in consonants)
would not normally be counted for this purpose unless there were
phonological reasons for doing so (cf. 3.4). So the question how
many speech-sounds there are in a given form - considered without
reference to the phonological structure of the particular language-
system or of language-systems in general - does not usually admitof
a determinate answer. This is something that must be constantly
borne in mind when one is referring to phonetically transcribed
language-data.

Indeed, it is one of the disadvantages of an alphabetic system of
phonetic transcription that it encourages non-specialists to think of
speech as being made up of strings of speech-sounds. Anyone who
uses a phonetic alphabet must train himself to dealphabetize, as it
were, the strings of symbols that represent spoken utterances. For
example, seeing [teman]| he must not only be able to analyse [t]
into its component simultaneous features, [voiceless], [dental],
etc., and so for each of the five speech-sounds here represented. He
must notice immediately that the feature [voiceless] runs over two
segments, that both [voice] and [nasality] run over three segments,
and so on. These features are not rapidly switched off and on
between [t] and [g]; or between [m] and [] and between (4] and [n].
When two or more segments share a single feature in this way (es-
pecially if it is a consonantal feature having to do with place of
articulation) they are commonly described as homorganic (' produced
by the same organ'’). More generally, we can say that there is a ten-
dency for successive segments (in so far as they are distinct segments
by the criterion mentioned above) to be assimilated to one another in
either place or manner of articulation, or both. This fact is of
considerable importance when it comes to the phonological analysis
of languages.

From what has just been said it should be clear that virtually any
phonetic feature can run over successive segments and can there-

# Diphthongs differ phonetically from so-called pure vowels, or monophthongs, in
that they are not steady-state scunds,
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fore be, in this sense of the term, suprasegmental. For example,
[voiced] is suprasegmental in [amba]; [nasal] is suprasegmental in
[méan]; and so on. However, the term ‘suprasegmental’ is usually
restricted to such features as are involved in what is classified,

phonologically rather than phonetically, as length, tone and stress.

We shall come back to the notion of suprasegmentality, in both
senses, in a later section.

It must be emphasized, however, that the treatment both of
segments and of suprasegmental features given in this book is highly
selective. As far as potential segments are concerned, there are
whole classes of speech-sounds of various kinds that have not been
mentioned: liquids, glides, affricates, etc. It has not been my pur-
pose to give a complete classification, even in broad outline, of the
articulatory variables, but merely to illustrate the general prin-
ciples.

3.4 Phonemes and allophones

From now on we shall be concerned with phonetics (the study of the
phonic medium) only in so far as it is of relevance to the phono-

logical analysis of language-systems. There are several theories of

phonology. They may be distinguished as being either phonemic or
non-phonemic theories, according to whether they take phonemes
to be the basic elements of phonological analysis or not. Of
phonemic theories of phonology, what may be referred to as classi-
cal American phonemics, though it has now been abandoned by
most linguists, is of considerable importance for an understanding
of the development of more modern theories, Furthermore, it has
the pedagogical advantage of being conceptually simpler than many
others. This section, therefore, will be devoted to an explanation of
the key notions of classical American phonenics, as they were
elaborated in the period following the Second World War. We shall
concentrate upon those notions and terms which will be of use to us
later. Much detail will be omitted,

In the theory that we are dealing with here, phonemes are defined
with reference to two principal criteria: (a) phonetic similarity and
{b) distribution (subject to the overriding criterion, which finds its
application in all theories of phonology, of functional contrast; see
below). As we saw in the previous section, phonetic similarity is a
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matter of more or less, and is multidimensional. Tt follows that a
particular speech-sound may be similar to a second speech-sound
on one or more dimensions, whilst differing from it and being
similar to a third speech-sound on one or more other dimensions.
The practical consequence of this fact, as far as phonemic analysisis
concerned, is that the analyst is often faced with alternative solu-
tions when it comes to the problem of deciding which phonetically
similar speech-sounds should be grouped together as variants, more
technically allophones, of the same phoneme. At that point, various
supplementary criteria may be applied (which we shall neglect).
However, there may still be room for disagreement as to how many
phonemes there are in a particular language and what their
allophones are in their various contexts of occurrence, even when
these supplementary criteria have been invoked. Despite the im-
pression that is given in many textbooks of the period, there is little
doubt that classical American phonemics fails, with many
languages, to yield a unique and universally acceptable analysis of
their phonology.

We turn now to the notion of distribution, which, as we shall see
in the course of this book, is relevant, not just in phonology, but
also in grammar and semantics. Briefly, the distribution of an entity
is the set of contexts in which it occurs throughout the sentences of a
language. The term ‘entity’ is to be taken in as general a sense as
possible. As far as the present section is concerned, it may be held
to include speech-sounds and phonetic features, on the one hand,
and phonemes, on the other. The notion of distribution presup-
poses the notion of well-formedness (cf. 2.6). What this means, as
tar as phonology is concerned, is that we must operate, not simply
with the actual forms of the language-system, but with the set of
phonetically and phonologically well-formed forms, both actual
and potential. In all natural languages there are actual forms in
more or less common use (frequently borrowed from other
languages) which do not conform to the more general phonological
patterns and there are many non-existent forms which speakers of
the language will recognize as being, in the relevant sense, potential
forms of their language: i.e. as conforming to the general patterns.
To take a now classic example: [brik] is both a potential and an
actual word-form of English (in broad phonetic transcription), cf.




#6 The sounds of language

brick; [blik] is a potential, but non-actual, form. *[bnik], on thé_i;
other hand, is not only not an actual word-form of English, it i§
phonologically ill-formed (hence the asterisk): there are no well-
formed forms of English beginning with [bn].*

To the extent that languages are rule-governed systems, every
linguistic entity that is subject to the rules of a language-system has
a characteristic distribution. Two or more entities have the same
distribution if and only if they occur in the same environment - 1.@,
they are substitutable for one another, intersubstitutable — in all
contexts (subject to the condition of well-formedness). Entities that
are intersubstitutable in some, but not all, contexts overlap in
distribution: distributional identity can therefore be seen as the
limiting case of distributional overlap and, if “some” is held to
subsume “all”, be so defined that it falls within the definition of
‘overlap’. Let us henceforth so define it. Entities that are not
intersubstitutable in any context are said to be in complementary
distribution,

We can now apply these notions to the problem of defining
phonemes and their allophones. First, it should be noted that two
speech-sounds cannot be in functional contrast unless they overlap
in distribution; in particular, speech-sounds that do not overlap in
distribution cannot have the function of distinguishing one form
from another. For example, there are several phonetically different
[1]-sounds in the RP pronunciation of English. Most of them fall
into two sets, impressionistically referred to as clear and dark (the
members of the two sets may have the same primary place of
articulation, but differ as to whether the main part of the tongue is
towards the front or the back of the mouth), which never occur in
the same position in word-forms: the clear [I]'s occur before front
vowels within word-forms and the dark [1]'s in all other positions.
This being so, the substitution of a clear [1) for the normal dark [1] in,
say, feel cannot change it into another form (though it might have
the effect of making it sound, in this respect, Irish or French);
similarly, the substitution of the dark [l] for the normal clear [1] of;
say, leaf cannot change it into another word-form, actual or poten-
tial. More generally, since all the |l]-sounds, whether clear or dark,

¢ Except for so-called allegro-forms, which occur as variants in rapid or informal
speech (e.g. [bni:B] as an allegro-variant of [bani:8] beneath in RP),
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are in complementary distribution, they cannot be in functional
contrast. They satisfy both of the conditions mentioned above as
definitional for the phoneme, phonetic similarity and comp-
lementary distribution, and would be universally assigned to a
single phoneme as its allophones: its phonetically distinct,
positional variants. It is of the essence of phonological elements
that they should be in functional contrast at least somewhere in the
language-system,

Allophones are subphonemic. Nevertheless, they have a rule-
governed distribution: in that respect they belong to the language-
system as it is realized in the phonic medium. But they are not
elements of the language-system. The elements of a language-
system (according to phonemic theories of phonology) are its
phonemes. Phonemes are, by convention, represented by taking
the letter-symbol {with or without diacritics) appropriate to a broad
transcription of one of the phonetically distinguishable allophones
and putting it between obliques. For example, the English
phoneme /I has as its allophones a set of phonetically distinct
speech-sounds, all of which could be kept apart, if necessary, in a
narrow transcription. So, we now have yet another way of referring
to forms: phonemically, or more generally, if we generalize the use
of oblique strokes (as we shall in this book), phonologically. It is
important to realize, as should be obvious from the explanation
given above, that a phonemic representation is not simply a broad
phonetic transcription.

One other point should be made. All too often, textbooks of
linguistics give an imprecise, not to say nonsensical, formulation of
the principle of functional contrast. They might say, for example,
that the substitution of a clear [1] for a dark [1] in feel does not change
the meaning of feel, whereas the substitution of [r] for [I] in lamb
changes its meaning. Strictly speaking, this is wrong. What the
substitution of [r] for [1] in lamb does is to change the form, not the
meaning; it changes the form lamb into the form ram. True, ‘lamb’
and ‘ram’ (i.e. the words of which lamb and ram are forms) differ in
meaning, so that utterances containing them will (generally) differ
in meaning. But it is not just unmotivated pedantry which leads me
to call attention to the frequently imprecise formulation of the
principle of functional contrast. Difference of form does not
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guarantee difference of meaning (cf. the phenomenon of syn-
onymy). Nor is difference of meaning the sole criterion whereby we
establish difference of form. Whether there can ever be a difference
of form which does not correlate at some point in a language-system
with a difference of meaning is a controversial question, partly
dependent on how we define ‘meaning’. But there is no doubt that
what is at issue in the formulation of the principle of functional
contrast 1s identity and difference of form, not identity and dif-
ference of meaning.

Distributional overlap is a necessary, but not a sufficient, condi-
tion of functional contrast, It is quite common for phonetically
different speech-sounds to be intersubstitutable in the same context
and yet to be in free variation: i.e. not to be in functional contrast,
For example, [?] and [t] are in free variation, for many RP speakers
of English, in forms like brightness, [. . . ?n .. Jvs.[.. . tn. . ]
or that bloke,[. . .?b. . .Jvs.[. . .tb. . ]:i.e. before stop conso-
nants whether oral or nasal. Here the substitution of one speech-
sound for the other does not change brightness or that bloke into
some other form. Indeed, it might very well pass unnoticed. In
other cases of what is, for the purpose of phonemic analysis, nor-
mally regarded as free variation, the choice of one pronunciation
rather than another by speakers might be determined by stylistic
factors of various kinds. As far as phonemic analvsis is concerned,
‘functional contrast' may be understood as being restricted to dis-
tinctive function: i.e. the function of distinguishing one form from
another, It is arguable, as the Prague School phonologists insisted,
that phonological description should also take account of stylistic
variation (cf. 7.3).

I.t was one of the earliest and most important discoveries of
phonology that speech-sounds that are in functional contrast in one
language may be in complementary distribution or free variation in
another. For example, [8] and [d] are in functional contrast in
English (cf. there vs, dare), but in complementary distribution (with
perhaps some stylistic variation) in Castilian Spanish (cf. nada
[nada] “nothing” vs. dos [das] “two"). Examples could be multi-
plied. The important point is that languages differ considerably
with respect to the phonetic distinctions that they put to work, as it
were, in the realization (in the phonic medium) of the forms out of
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which sentences are constructed. This point holds independently of
the phonological theory within which it is formulated.

3.5 Distinctive features and suprasegmental phonology

According to the theory of classical American phonemics referred
to in the previous section, phonemes are the minimal phonological
elements of language-systems. A very different view was taken by
Trubetzkoy, one of the founder-members of the Prague School of
linguistics, which developed its own version of Saussurean strue-
turalism and was very influential, especially in phonology and
stylistics, in the 1930s (cf. 7.3). The key notion of Prague School
phonology is that phonemes, though still the minimal segments of
language-systems, are not their minimal elements: phonemes are
bundles (or sets) of simultaneous distinctive features. This notion,
with certain modifications subsequently introduced, was taken over
in the 1960s by the advocates of generative grammar, in the formal-
ization of which it has now replaced the notions characteristic of
classical American phonemics that were originally associated with
generative grammar as part of its post-Bloomfieldian inheritance
(cf. 7.4). The account of distinctive-feature theory given here
makes no attempt to keep apart the different historical phases of its
development.

The term ‘distinctive’ refers to that part of functional contrast in
language-systems which has to do with distinguishing one form
from another (cf. 3.4): Prague School phonologists also paid a lot of
attention to other kinds of phonological function, but this does not
concern us at present. The term ‘feature’ is already familiar from
the section dealing with articulatory phonetics (3.3). Indeed, we
can immediately proceed to an explanation of the central ideas of
distinctive-feature theory on the basis of what has been said in the
previous two sections.

Speech-sounds may be represented as sets of phonetic features.
The phonetic features used above were articulatory; but they might
equally well have been acoustic or, in principle, auditory. The same
is true with respect to the phonological features of distinctive-
feature theory; and both articulatory and acoustic features have
been employed. In so far as phonology, unlike phonetics, can be
thought of as making no direct reference to the phonic medium




90 The sounds of language

(though distinctive-feature theorists, on the whole, tend not to take
this rather abstract view of phonology), one should perhaps upr.r'
with phonological features that are neither articulatory nor aco .
tic, but relatable (though in a rather complex way) equally well to*
both and, when auditory phonetics is more highly developed than | I-
is at present, to auditory features. For simplicity of exposition, ¥
will employ articulatory labels. To make it clear when we &
talking about phonological features, rather than phonetic features,
we will put oblique strokes, rather than square brackets, aroun 13
the articulatory labels. (This is not standard practice, but it
makes for conceptual clarity and allows certain theoretical options
to be kept open.) Thus, whereas the speech-sound [p] can be
described, with reference to Table 2 above, as the set {[+ Iablal}.
[+ stop], [- voiced], [- nasal]}, so the English phoneme
/p/, let us suppose, is analysable as the set {/+ labial/, /+ stopl,
{— voiced/}.

At first sight, it might appear that we have done no more than
play a notational trick, substituting oblique strokes for square.
brackets and calling the result phonology, instead of phonetics, It
should be noted, however, that three, not four, features are listed for
English /p/ as distinctive. There is no phonemic feature /— nasall
listed for /p/ because the absence of nasality is predictable in English
(though not in all languages) from the absence of voice; /— uasalf
would be listed for /b/ in order to account for its distinctive function
in ban vs. man, cub vs. come, etc. Also, the articulatory description
of [p] is very incomplete (being restricted to the articulatory fea-
tures included in Table 2). In general, the set of distinctive features
that define and characterize a phoneme will be much smaller than
the set of phonetic features that characterize any one of its
allophones. For example, the English phoneme /p/ has as one of its
allophones an aspirated, voiceless, bilabial, oral stop — viz. [ph] =
whose fuller articulatory description would involve reference, not
only to aspiration, but also to the degree of force with which the air
is released after the labial obstruction, to the duration of the ob-
struction and the aspiration, and to several other features that go to
mal.:ef it a recognizable English [p*] (in a particular accent) for the
position in which it occurs. But none of these other phonetic fea-
tures is distinctive: none of them serves to change the phonetic
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realization of one English form into the phonetic realization of
another English form.

As to the three features recognized above as components of /p/:
/+ labial/ (which matches [+ labial]) distinguishes (a pronunciation
of) pin from (a pronunciation of) tin, kin, etc.; /+ stop/ distin-
guishes pat from fat (since English has no labial fricatives, except as
allophones of /p/ in other positions, and no labio-dental stops, one
can think of // and /v/ as being the /+ fricative/ counterparts of /p/
and /b/), tick from sick (and thick); /[— voiced/, according to the
conventional view, is the feature which distinguishes pin from bin,
pat from pad. It is arguable that the feature which distinguishes /p/,
ft/, ki, Isl, 18/, etc. from /bl, /d/, /g/, 2/, B/, ete. in English should not
be identified with voicelessness, but with something else, of which
either voicelessness or aspiration (or both) are the usual phonetic
concomitants. However, whatever view we take on this question,

the fact remains that we do not need both /+ aspirate/ and /— voice/
in a distinctive-feature analysis of English.

1 have used the term ‘allophone’ in the account just given of the
relation between phonemes and the distinctive features of which
they are composed. In fact, the notion of allophonic variation is
handled rather differently in distinctive-feature theory, so that the
applicability of the term itself is questionable. The crucial point
about the distinctive-feature analysis of phonemes is that every
phoneme should differ from every other phoneme in the language-
system with respect to the presence or absence in the set of features
that define it of at least one feature; and its set of defining features
remains constant throughout the whole range of its occurrences.
What classical American phonemics referred to in terms of allo-
phonic variation is handled in distinctive-feature theory (especially
within the framework of generative grammar) by means of rules
which (having converted the minimal set of phonological features,
sufficient to distinguish each phoneme from every other, into
phonetic features: /+ labial/ — [+ labial], /4 voiced/ — [+ voiced],
etc.) add contextually appropriate, non-distinctive phonetic fea-
tures for particular positions of occurrence, For example, the
phonetic feature [+ aspirate] would be added for the phonetic
realization of English /p/ in word-initial position (e.g. in pit or por)
but not for its realization when it follows /s/ (e.g. inspit or spot); and
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the phonetic feature [— voiced] would be added for all positions of
occurrence.

It was pointed out in the previous section that languages differ
considerably as to the phonetic features that they make distinctive
and the phonetic features which, if they have them at all, they treat
as non-distinctive. This remains true, regardless of the theory of
phonology within which it is stated, It is after all an empirical fact
that [+ aspirated] is distinctive in Hindi and Mandarin Chinese;

that French vowels may be simultaneously both distinctively front

and distinctively rounded; that in very many Australian languages
nasality, but not voice, is distinctive and characterizes more
phonemes than it does in any European language; and so on. It will
be noticed, however, that in each of these examples I have made use
of terms — ‘aspirated’, ‘front’, ‘back’, ‘nasality’ - that are also used
in the description of hundreds, not to say thousands, of other
spoken languages. Distinctive-feature theory as such would not be
incompatible with the view that there is an unlimited number of
possible distinctive features from which particular language-
systems make their own unique selection, as it were, and combine in
unpredictable ways to construct their own phonemes. But recent
formulations of distinctive-feature theory have tended to assume,
with a fair amount of evidence to support the assumption, that all
existing natural languages can be satisfactorily deseribed, as far as
their phonology is concerned, with reference to a master-list of little
more than a dozen potentially distinctive features. It is certainly
true that there are very many physiologically phonetic features that
are not made distinctive, as far as we know, in the phonology of any
natural language; and there are many physiologically possible com-
binations of features that are extremely rare, or not found at all,
Chomsky has suggested that this is because the phonology of natu-
ral languages, like their syntax and their semantics, is heavily con-
strained by a specifically human predisposition to operate with
certain kinds of distinctions, rather than others (cf. 7.4).

One of the most striking advantages of distinctive-feature theory
by comparison with classical American phonemics is that it gives a
motivated account of the principles that determine the well-
formedness of sequences of phonemes over a wide range of in-
stances in many languages. For example, between initial /s/ and /t/
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within the same form in English /p/, /t/ and /k/ can occur, but /b/, /d/
and /g/ cannot (cf. spray, stripe, scratch vs. */sbr—/, */sdr—/, */sgr—/).
This is just one of many contexts in which /p/, /t/, /k/ are intersub-
stitutable whereas /b/, /d/; /g/ are not. This part of the distribution of
these two sets of phonemes is accounted for (in a phonetically
motivated way) by means of a single rule which makes reference to
{— voice/ vs. [+ voice/. Similarly, the assimilation of /n/ to /m/ and
/n/ (under certain circumstances) in the context of a following /p/,
/bl or /m/, on the one hand, and /k/ or /g/, on the other can be
attributed to the presence of /+ labial/, on the one hand, and
{+ velar/, on the other, as components of the phoneme that conditions
the assimilation: cf. unproductive [mp], unbeatable [mb], unmis-
takeable [mm), uncouth [pk], unguarded [ng]. (The spelling does
not here bear witness to the assimilative process, as it does for /n/ —
{m/ in the Latin-derived forms imponderable, imbued, immutable.)
It is commonly the case that a particular feature, e.g. /+ labial/,
{+ nasal/, /-++ voice/, can be seen as being, in certain contexts,
suprasegmental: i.e. as running over a sequence of two or more
(phonemic) segments.

But what about the possibility that a particular distinctive feature
should never be other than suprasegmental in a particular language-
system? This is not simply a theoretical possibility. Suprasegmental
features of this kind are found in many languages. For example,
what is referred to as vowel harmony is not uncommon. As it
operates in Turkish, it involves the contrasting features /+ back/ vs.
{— back/ and /+ rounded/ vs. /— rounded/. If we set aside word-
forms that do not conform to the general pattern (forms of words
that have been for the most part borrowed from other languages),
we can say that all vowels in successive positions of a Turkish word
must have the same value for the /+ back/ contrast and (subjecttoa
further condition, which excludes the combination of /+ rounded/
with the segmental feature /+ open/ in all but the initial syllable) for
the /£ rounded/ contrast. No matter how long the word is— and by
virtue of its grammatical structure Turkish has many long word-
forms — /% back/ and /% rounded/ are suprasegmental in the sense
explained,

Suprasegmental distinctive features of the kind just exemplified
are what the so-called prosodic theory of phonology refers to, in a
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specialized sense of the term, as prosodies. The prosodic theory of
phonology, characteristic of what has been called the London
School of Linguistics, has much that it shares with distinctive-
feature theory in its more recent developments. Unfortunately,
differences of terminology, not to mention differences of theoreti-
cal outlook in respect of more general issues, tend to obscure the
similarities. The principal difference between orthodox distinctive~
feature theory, as it were, and prosodic theory is that the former is
still an essentially phonemic, or segmental, theory, as classical
American phonemics was. Prosodic theory, on the other hand,
allows that both phonemic (segmental) and prosodic (suprasegmen-
tal) elements are to be found and have equal, but complementary,
status in the phonological inventories of language-systems, Further-
more, it recognizes that, although there is a tendency (for phonetic
reasons) for certain features to be segmental and others supra-
segmental in languages, the notion of suprasegmentality is, in
principle, relative to particular language-systems.

The term ‘suprasegmental’, it must now be explained, has been
employed here in a non-standard sense. Most linguists, if they
employ the term ‘suprasegmental’ at all, use it to refer to such things
as stress, tone and length, which were a problem for classical
American phonemics, whose basic assumption was that the struc-
ture of words and sentences could be fully accounted for in terms of
sequentially ordered phonological elements.

The stress-difference between the noun-form import and the
verb-form émport in spoken English (the former being stressed on
the first, and the latter on the second, syllable) is not naturally
handled as a difference between segmental phonemes. There are
two partly independent reasons why it is not: first, stress is essen-
tially a matter of the greater prominence of one syllable in relation
to other syllables in the same form (or accompanying forms);
second, the phonetic realization of stress, unlike the phonetic
realization of segmental phonemes, cannot be said to precede or
follow in time the phonetic realization of its neighbouring phonolo-
gical elements. Obviously, one could represent the stress-difference
between forms in a phonemic representation by more or less arbit-
rarily deciding to put the corresponding stress-phoneme before (or
after) the vowel-phoneme which corresponds to the nucleus of the
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syllable in the phonetic realization. The point is that, although
segmentalization can always be carried out in phonology at the
price, if necessary, of arbitrary decision, the arbitrariness of the
decisions forced upon the linguist in cases like this is itself an
indication of the theoretical inadequacy of the framework within
which the analysis is being carried out.

What has been said in relation to stress, holds also for tone which,
in many languages (so-called tone languages), serves to distinguish
forms in much the same way that stress does, though not very
extensively, in English. As to length, there can be long consonants,
just as there can be long vowels, in particular languages; and there
can be an interdependence between the length of the one and the
length of the other. Even in English (in the RP pronunciation), the
length of vowels varies according to the quality of the consonants
that follow them in the same syllable. What are traditionally called
long vowels and are analysed as such by some phonologists, but not
others, are realized as phonetically shortened segments when they
are followed by a /— voiced/ stop: thus the vowel segment of seat is
phonetically shorter than that of either seed or see. Indeed, it can be
shorter, in its phonetic realization, than that of the phonologically
short vowel of sit. This fact will serve to illustrate, not only the
difference between phonological length and phonetic duration, but,
more generally, the complexity of the relationship between phono-
logical analysis and phonetic transcription.

3.6 Phonological structure

This is a very short section for a very big topic. Its purpose is simply
to explain what is meant by ‘structure’, in this context, and to
emphasize that there is a lot more to phonological analysis than
establishing inventories of segmental and suprasegmental ele-
ments.

Given the existence of an inventory of phonological elements for
a particular language, the phonological structure of that language is
describable in terms of relations which hold among the elements
themselves and relations, of various kinds, holding between sets of
phonological elements, on the one hand, and larger phonological
complexes or forms or other grammatical units, on the other.

Relations among the elements themselves are of two kinds, com-
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monly referred to in the Saussurean tradition as ‘syntagmatic’ and’
‘paradigmatic’. The term ‘syntagmatic’, etymologically related to
‘syntactic’, but not to be confused with it, means no more than
“combinatorial”. Since ‘paradigmatic’ though historically expli-
cable and widely employed, is potentially misleading, T will use the
term ‘substitutional’ instead. So, both here and later, except when
we are dealing specifically with Saussurean structuralism, I will talk
of syntagmatic and substitutional relations. The former are the
relations that hold among elements that can occur in combination
with one another, in well-formed syntagms; the latter are relations
that hold among sets of intersubstitutable elements at particular
places in syntagms. It was one of Saussure’s major achievements, as
we shall see in our discussion of structuralism, to have made clear,
at the turn of the century, the interdependence of syntagmatic and
substitutional relations (cf. 7.2).

As we have seen, language-systems may differ from one another
phonologically, not only in respect of the number of phonological
elements in their inventories (and in the phonetic realization of
these elements), but also in terms of the syntagmatic relations that
determine the phonological well-formedness of possible combina-
tions: i.e. phonological syntagms. To talk, for simplicity, as if
phonological syntagms could be defined satisfactorily as sequences
of phonemes: we know that not all phonemes can precede or follow
all other phonemes. There are sequential constraints which prohibit
the occurrence of the members of one set of phonemes next to the
members of another set of phonemes. The rules which determine
phonological well-formedness in particular languages must specify *
what these sequential constraints are: more generally, they must
specify which elements can be put together in well-formed syntagms
and in what way.

But that is not all there is to phonological description. The term J
‘syntagm’ that has just been employed carries with it the implication
that there are certain larger entities, the syntagms themselves, of
which the phonological elements are the component parts. This is
certainly the case. What is more controversial is whether there are,
in all, or indeed in any, natural languages such purely phonological
syntagms as syllables (not to mention phonological phrases), which
need to be postulated in order to describe the phonological struc-
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ture of the language in question and are definable without reference
to the syntactic structure of the language. It is much easier to
formulate the sequential constraints holding among English conso-
nants in terms of their position in the same or successive syllables
than it is if we make no reference at all to syllables. But this
presupposes a theoretically satisfactory definition of syllables as
phonological entities. Linguists are still divided as to the possibility,
and further the necessity, of postulating syllables and other purely
phonological syntagms in the structure of English and other
languages. It may well be, of course, that some languages do have
purely phonological syntagms and others do not.

There is far less controversy nowadays about the necessity of
making reference to syntactic units in the phonological analysis of
languages; or, to make essentially the same point in more recogni-
zably modern terms, of integrating the phonological rules with the
syntactic rules of language-systems. In many, and presumably all,
natural languages there are inter-level dependencies of various
kinds which are just as much a part of the language as are the purely
phonological or purely syntactic relations. Indeed, we have covertly
incorporated this notion of inter-level dependency in earlier sec-
tions. Not only did we first introduce the principle of phonological
well-formedness in relation to forms (i.e. to phonological syntagms
that are also syntactic units — under the simplifying assumptions of
2.6), but we have frequently made reference to the position of
phonemes — as initial, medial, final, etc. — in words; and words, in
this sense of ‘word’, are a subclass of forms,

The interdependence of syntax and phonology is much more
extensive, however, than anything that has been said above would
suggest. There are junctural phenomena, such as what is
traditionally referred to as liaison in French, whose description
necessitates reference, not only to word-boundaries, but also to the
syntactic relation, if any, holding across word-boundaries: e.g. the
occurrence of [z] in [lezom] les hommes *‘the men”, and [3alezevy]
Je les ai vu **1 have seen them”, in contrast with its absence in
[danleamagi] Donne-les 4 Marie “Give them to Mary™. Many of the
phenomena in the non-verbal component of spoken languages
which we have referred to as prosodic (cf. 1.5) — of which stress and
intonation are the most important — cannot be accounted for
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properly unless their domain is specified syntactically; and yet they
are also phonological phenomena, in that they involve the segmen-
tal and suprasegmental elements of the language-system. As we
have seen, to the extent that these prosodic elements have no
correlate in written language, corresponding written and spoken

languages are non-isomorphic. It will now be clear that, in so far as

there are syntactically (and semantically) relevant phonological
distinctions that are not transferable to the graphic medium, corre-
sponding written and spoken languages will necessarily differ, up to
a point, syntactically (and semantically).
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QUESTIONS AND EXERCISES

L. YA medium . . . is not in itself language; it is a vehicle for language™
{Abercrombie, 1067: 2). Discuss.

Questions and exercises 99

2. How does phonetics differ from phonology?
3. What are the three principal branches of phonetics?

4. “"the child, in the normal process of language-acquisition, is, and must
be . . . acompetent practitioner in all three branches of phonetics , . "
{(p. 6g). Explain and discuss.

5. Explain and exemplify (using forms, other than those in the text, from
your own variety of English) (a) homophony and (b) homography.

6. “'What we call ‘the vocal organs’ or ‘the organs of speech’ . . . are not
primarily organs of speech at all"” (O'Connor, 1973: 22). Discuss.

7. How do (a) vowels differ from consonants and (b) stops differ from
fricatives in terms of an articulatory classification of speech sounds?

8. What articulatory feature do the following sets of speech-sounds have
i[n TDF]FO“: (i) [p], [B], [m]; (i) [p]. [t], [k]; (iii) [6], [£], [s], [8]; (iv) [m],
n], [n]
9. What are the eight primary cardinal vowels? And what purpose is
served by this system of classification?

10. Give the IPA symbols for: (a) a close front rounded vowel; (b) a velar
nasal stop; (c) a voiced dental fricative; (d) a voiceless labial oral stop.

11, Give a broad phonetic transcription of your own versions of asking,
anguish, bathing, brother-in-law, buses, cloth, clothes, dawghters,
finger, found, gloves, king, months, operation, persuade, return,
theatre, upstairs, without,

12. Extract from the following phonetically represented forms (by de-
alphabetizing the strings of symbols: cf. p. 83) all the contiguous
homorganic features in terms of the classification of consonants and
vowels used in section 3.3, and specify their domain. (For example, in
[amba], the phonetic feature [voice] runs through all four segments, but
[labiality] through only [mb].) (i} [indi]; (i) [manag]; (iii) [pateti]; (iv)
[apti]; (v) [ankara].
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Grammar

4.1 Syntax, inflection and morphology

The first thing that must be said in this chapter is that the term
‘grammar’ will be employed here and throughout this book (except

in the phrases ‘traditional grammar’ and ‘generative grammar') in a.

fairly narrow sense, in contrast with ‘phonology’, on the one hand,
and with ‘semantics’, on the other. This is one of its traditional
senses, and the one which is closest to the ordinary sense of ‘gram-
matical’. Nowadays, many linguists subsume ‘phonclogy’, and even
‘semantics’, under ‘grammar’. This can lead to confusion.

So far we have been operating with the assumption that
languages have two levels of structure: their phonology and their
syntax. This assumption will not be jettisoned in what follows. But it
will need to be modified, unless we are prepared either to broaden
our concept of phonology or to extend the term *syntax’ beyond the
bounds of its traditional interpretation. We have already seen that
there are in some, and presumably in all, natural languages inter-
level dependencies which make it impossible to make a rigid separa-
tion between phonological and syntactic structure, We shall now
see that, in certain languages at least, there is a gap, as it were,
between the syntax (as the term ‘syntax’ is traditionally understood)

and the phonology, This gap is covered in traditional grammar by
the term ‘inflection’.!

! Contrary to what is implied in many textbooks of linguistics, it is ‘inflection’, not
‘morphology’, that opposes ‘syntax’ in traditional grammar. Not only is the term
‘morphology’ of relatively recent origin, but when it is put in contrast with ‘syntax’
~ especially if it is defined in terms of the even more recent term ‘morpheme’ - its
use implies a very untraditional view of the grammatical structure of languages.
Despite its undoubted faults, traditional grammar was not necessarily wrong on
this particular issue. Properly explained and precisely formulated, the traditional
'I-:Iew Is al Jeast as satisfactory as any alternative that has yet been proposed by

inguists.

4.1 Syntax, inflection and morphology o1

All the standard dictionaries of European languages, ancient and
modern, presuppose the distinction between syntax and inflection.
S0 too does the way we have all learned to talk about language at
school. Even though the actual terms ‘syntax’ and ‘inflection’ may
be new to us, there is a sense in which we all know what they mean.
We are accustomed to operating with the term ‘word’ and using it,
as was the practice in traditional grammar, with two quite different
meanings, which depend ultimately on our practical understanding
of what falls within the scope of the term ‘inflection’. Let us start
therefore with ‘word’.

How many words are there in English? This question is ambigu-
ous. Under one interpretation, sing, sings, singing, sang and sung
count as distinct words. Under the other, they are regarded as
different forms of the same word, viz. ‘sing’. Generally speaking, if
asked how many words there are in a particular dictionary we take
the term ‘word’ in the second sense. On the other hand, if we are
asked to write a 2000-word essay on some topic, we take it in the
first sense and, furthermore, count each separate occurrence of
sing, of sings, of singing, etc., towards the total.

Let us now introduce some terminology which we can use, when
necessary, to keep apart the two senses of ‘word’. We will say that
sing, sings, sang, etc, are word-forms (i.e. they are forms which are
also words): we have occasionally employed the term ‘word-form’
in previous sections. And we will say that ‘sing’ (note: ‘sing’, not
sing) is a lexeme, or vocabulary-word, whose forms are sing, sings,
sang, ete. They are, in fact, what would be traditionally described as
its inflectional forms. But sing occupies a privileged position among
the forms of ‘sing’: it is both the standard citation-form and also
what many linguists would regard as the base-form. And itis no less
important to distinguish the citation-form from the base-form than
it is to distinguish each of them from the lexeme itself. The citation-
form of the lexeme is the form that is employed to refer to the
lexeme; it is also the form that is used for the alphabetical listing of
lexemes in a conventional dictionary. The base-form is that form, if
any, from which all the other forms of the lexeme can be derived by
the morphological rules of the language. The citation-form of the
lexeme is distinct from the base-form, as far as verbs are concerned,
in French, German, Russian and most modern European




102 Grdmmar

languages, and for all verbs and for most nouns and adjectives in
Latin and Greek.

As we can refer to lexemes, so we can refer to any one of their
forms, Indeed, we have been doing so and shall continue to do so,
normally in italics (without angle brackets: cf. 3.2), but occasionally
in phonetic or phonemic notation, throughout this book, Forms
themselves can vary, in certain respects, according to the context in
which they occur - the degree and nature of their phonetic variation
in the spoken language being determined by the phonological rules.
But they too have a citation-form with which they can be referred
to; and the term ‘citation-form’ is frequently used by linguists, and
more especially by phoneticians, with respect to the citation-forms
of phonetically variable forms. For example, both come and came
(forms of the lexeme ‘come’) will be pronounced with a bilabial
nasal [m] in the final position of their citation-forms, but may well
be pronounced with a labio-dental nasal [m], in normal usage,
immediately before another labio-dental consonant, [f] or [v].

This kind of variation is subphonemic, since the bilabial vs.
labio-dental distinction is not one of the phonologically distinctive
contrasts of English; but there is also a certain amount of contex-
tually determined variation which, within the framework of classi-
cal American phonemics, would be said to involve the substitution
of one phoneme for another. In both cases, it is common nowadays,
especially in generative phonology, to talk of deriving, or generat-
ing, all the phonetically variable forms from a common underlying
form, which will be either identical with the citation-form of the
phonetically variable form in question or more similar to the
citation-form than it is to any of the other phonetic variants.

On the basis of the distinction between alexeme (more precisely,
a word-lexeme) and its forms, we can now formulate the traditional
distinction between syntax and inflection as follows. Taken
together, syntax and inflection are complementary and constitute
the principal part, if not the whole, of what we are calling grammar.
Jointly, they determine the grammaticality (i.e. the grammatical
well-formedness) of sentences: the syntax, by specifying how lex-
emes combine with one another in particular constructions; the
inflectional rules (in so far as traditional grammar had rules, rather
than paradigms), by specifying which of the forms of the lexeme
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should occur in one construction rather than another. Intermediate
between syntax and inflection there is a level, or sublevel, of de-
scription at which one makes use of such phrases as ‘the third-
person singular, present-tense (form) of (the lexeme) sing’, ‘the
possessive singular (form) of (the lexeme) Boy’. I have deliberately
introduced at this point an alternative notation for lexemes, which
is employed in several recent works: ‘sing’ and SING are notational
variants, referring to exactly the same entity.?

The modern (and more particularly post-Bloomfieldian) distine-
tion of syntax vs. morphology, according to which syntax deals with
the distribution of words (i.e. word-forms) and morphology with
their internal grammatical structure is, at first sight, very similar to
the traditional distinction of syntax vs. inflection. But it differs from
it in two respects: (a) morphology includes not only inflection, but
also derivation; (b) it handles both inflection and derivation by
means of rules operating upon the same basic units — morphemes.
For example, as the inflectional form singing is made up of the two
more basic units (morphemes) sing and ing, so the derivational
form singer is made up of the two more basic units sing and er.
Furthermore, it is the same process of affixation: i.e. of adding an
affix to a base-form in each case. Looked at from this point of view,
morphemes — minimal forms — are seen as the basic units of gramma-
tical structure; and a good deal of morphology can be brought
within the scope of syntax by demoting the word from its traditional
position of centrality in grammatical theory.

There are arguments in favour of morpheme-based grammar and
there are arguments against it. The same is true of the more tradi-
tional word-based grammar, The problem is to preserve the advan-
tages of each within a coherent and, in other respects, well-
motivated theory of the grammatical structure of human languages.
Greater progress has been made towards this general goal in the last
twenty years or so than in any previous period in the long history of
linguistics, Most of this progress can be attributed, directly or
indirectly, to the formalization of a particular theory of syntax,

! Strictly speaking, it is not words in the sense of lexemes, nor yet wordsin the sense
of word-forms whose distribution is accounted for by the syntactic rules of traditional
grammar, but words in the sense of these inte rmediate entities: morpho-syntactic
words. But we need not be concerned in this book with such further refinements of
terminclogy (cf. Matthews, 1974).
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within the framework of generative grammar, by Chomsky, More
will be said about this later. Here it is sufficient to note that,
although Chomsky's theory of syntax is morpheme-based, rather
than word-based, it has come to adopt, in its most recent develop-
ment, a rather more traditional view of the complementarity of
syntax and inflection than it did in its earlier versions. In particular,
it now treats derivational morphology as something which is not
handled by the central syntactic component of the grammar, but as
relating to the structure of the vocabulary (or lexicon). Whatever
theory of grammar we currently operate with, it is clear that we can
no longer simply say, as we did in our earlier formulation of the
principle of duality, that the units of the primary level are composed
of elements of the secondary level (1.5). The relation between the
two levels is far more complex than this formulation suggests,
However, this complexity is rule-governed. Furthermore, despite
the very considerable differences of grammatical and phonological
structure among human languages, there are equally striking simi-
larities, which would suggest that at least some of the rules that
determine and integrate the two levels - rules that children master
in a relatively short period during the acquisition of language — are
common to all human languages.

4.2 Grammaticality, productivity and arbitrariness

Sentences are, by definition, grammatical (i.e. grammatically well-
formed: cf. 2.6). For present purposes, they may be regarded as

well-formed word-strings (i.e. sequences of word-forms), such that,
for example,

(1) This morning he got up late
and
(2) He got up late this morning

are, by definition, different sentences of English. From a theoreti-
cally more general, and more traditional, point of view, sentences
may be defined as classes of strings of word-forms, each member of
the class having the same syntactic structure. This definition would
allow, but not oblige, us to treat (1) and (2) as being, not different
sentences, but alternative versions of the same sentence.

i
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It must also be remembered that every sentence of spoken
language will have, superimposed upon the string of word-forms, a
characteristic prosedic contour (notably a particular intonation-
pattern) without which it is not a sentence. Just how much of the
prosodic structure of spoken utterances is to be attributed to the
structure of sentences is a matter of controversy within linguistics.
Most linguists would say that at least that part of the prosodic
structure of utterances which distinguishes statements from ques-
tions and commands should be attributed to sentence-structure. We
will tacitly accept this viewpoint. This leaves open the possibility
that both (1) and (2) are in correspondence, not with single sen-
tences, but with sets of different sentences of spoken English. It
follows, in view of what was said in the preceding paragraph, that, if
difference of word-order and difference of prosodic contour are
given equal weight as potential indicators of grammatical structure,
the difference between two intonationally distinct versions of either
(1) or (2) counts, in principle, as much as the difference between (1)
and (2). This point should be borne in mind, even though we shall
be talking, throughout much of this book, as if sentences of spoken
languages are satisfactorily represented as strings of words.

What is the difference between a grammatical and an ungramma-
tical string of words? The answer is simple, but of itself unilluminat-
ing. An ungrammatical string of words is one in the formation of
which the grammatical rules of the language-system are not re-
spected. This statement covers not only sentences, but also phrases:
e.g. *morning this, *late got up are ungrammatical (hence the
asterisk: cf. 2.6}, Let us see what it implies, and — no less important
— what it does not imply, as far as sentences are concerned.

It does not of course, imply a normative, or prescriptive, attitude
towards language: we are concerned with the immanent rules
which, in default of any linguistically irrelevant inhibiting or distort-
ing factors, native speakers of a language unconsciously apply. Nor
does it imply any very direct connection between grammaticality and
probability of occurrence. Finally, it does not imply any identifica-
tion of grammaticality with meaningfulness; on the other hand, it
allows that there may be a close and essential connection between at
least some part of the grammaticality of sentences and the meaning-
fulness of actual or potential utterances.
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The way in which meaning, of various kinds, is conveyed by
natural languages will occupy us more fully in Chapter 5. The point
being made here is simply that, whatever the connection between
grammaticality and meaningfulness, the two properties must be
distinguished. Chomsky’s now classic example,

(3) Colourless green ideas sleep furiously

is a perfectly well-formed sentence of English, though it cannot be
given a coherent literal interpretation. Conversely,

{4) *Late got this morning he up

is undoubtedly ungrammatical, though it is, arguably, no less
readily interpretable than (1) or (2), once we make allowances for
its violation of those rules of English which control the position of
words of various classes relative to one another in sentences. There
are indefinitely many trickier cases than those exemplified by (3)
and (4): there is, undoubtedly, a very large, and theoretically
interesting, area of interdependence between grammaticality and
meaningfulness. But these two properties of sentences are not to be
identified.

Traditional grammar gave only a very partial and often highly
inexplicit account of grammaticality. It succeeded in establishing
many of the more specific principles with which linguists still oper-
ate and, for certain well-studied languages, it codified a large num-
ber of different grammatical constructions, as well as noting an even
larger number of disparate facts which, though held to be sane-
tioned by usage and thus to be in a certain sense grammatical, fell
outside the scope of the rules of the language-system as such.
Modern grammatical theory sets out to be more explicit and more
comprehensive, especially in respect of the formulation of the
syntactic rules of language-systems, than traditional grammar ever
aspired to be. One reason for this was that, since Latin and Greek
were highly inflected languages and most of what is obviously a
matter of grammaticality can be stated, directly or indirectly, in
terms of inflectional categories (gender, number, case, tense,
mood, etc.), ‘grammar’, as traditionally interpreted, was heavily
biased towards the study of inflection. Hence the not uncommon
belief that non-inflecting languages, such as Classical Chinese, have
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no grammar and that English, which has relatively little inflectional
morphology, has less grammar than Latin and Greek, or f:wm
French and German. Modern grammatical theory operates with a
notion of ‘grammar’ which is not biased towards inflecting
languages.

,Enn%her reason why traditional grammar not only failed, but did
not even try, to provide a comprehensive and fully explicit account
of the syntax of the languages that it dealt with, was Ithat much of
syntax was held, explicitly or implicitly, to be determined by com-
mon sense or, to use a more grandiloquent term, the laws of
thought. The fact that one says This morning he gotup I'_are or He got
up late this morning, rather than * Late got this morning hle up, in
English was not held to stand in ne ed of any other explan atmlu tl.1 an
that the order of the words reflects the order of thought. This view
becomes more and more difficult to uphold when a sufficiently wide
and representative sample of the world’s languages is seriously
investigated. Word-order is, within limits, very largely a matter of
stylistic variation in Latin and Greek. There are many Ianguflges,
including English, in which the stylistic role of wnrd-grder is far
smaller and its syntactic function proportionately more lmp.urltant.

A fairly good case can be made for the view that stylistically
variable word-order, as exemplified in (1) and (2), is determined by
psychological factors and logical principles that may be referred to,
loosely, as the laws of thought. But how do we account for t_he fact
that in stylistically neutral declarative sentences of English tlhe
subject precedes the verb, whereas in comparable s.entl:nces‘af Irish
it is the verb that comes first? Or again, for the fact that in noun
phrases the adjective normally precedes the noun in IEnlglish (red
coaf), but (for most adjectives) normally follows it in French
(manteau rouge)? Chauvinistic explanations to the effect that one
word-order is more in accord with the laws of thought than another
and that one nation’s language is consequently more logical than
that of another soon break down. So too does the even more
desperate hypothesis that each nation has its own lf:gic, diffr:re:?t
perhaps from that of other nations, and that a pamc‘ularr nation’s
logic determines the principles of syntactically funcfmnmg word-
order in a particular national language. If an Englishman am.il a
Frenchman are asked to describe a red coat, does the former think
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first of all that it is red and only then that it is a coat, and does the
Frenchman perform these mental operations in reverse order? It
seems unlikely,

Syntactically functioning word-order is but one of the many
aspects of grammatical structure that are, to some considerable
extent, arbitrary in the sense that they cannot be accounted for in
terms of more general logical and psychological principles (cf. 1.5).

And yet the young child, in the normal course of language-
acquisition, succeeds in learning, without being taught, the gram-
matical rules of his native language. This is all the more astonishing
in that natural languages, by virtue of their grammatical structure,
also have the property of productivity (cf. 1. 5). The task that
confronts the young child during the period of la nguage-acquisition
is that of inferring from a large, but finite, sample of utterances,
those largely arbitrary grammatical principles by virtue of which an
indefinitely large, and perhaps infinite, set of word-strings are
grammatical and another, even larger, set of word-strings are gram-
matically ill-formed.

It was Chomsky who, in the mid-1950s, first appreciated the
significance of the child’s mastery of the syntactic determinants of
grammaticality. It was he, too, who put forward what has proved to
be the most influential theory of syntax so far developed in any
period of linguistics, ancient or modern, Chomskyan syntax is
formalized within the framework of generative grammar and, espe-
cially in its more recent versions, integrates syntax with phonology
and semantics in a comprehensive theory of the structure of
language. We cannot, in a book of this nature, go into the more
technical details of generative grammar. However, we shall devote
one section of this chapter to a non-technical account of the main
principles of Chomskyan generative grammar (4.6) and, in a later
chapter, look at what [ will call generativism in its historical context
(cf. 7.4).

Generativism, in contrast with structuralism, functionalism, his-
toricism, etc., is what most people have in mind when they refer,
correctly, to the Chomskyan revolution. Like all revolutions, it
takes over from the past and leaves intact much more than is
realized by the revolutionaries themselves and the majority of their
contemporaries. As Aristotelian philosophy cannot be understood
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except in the context of Platonism, and as Descartes cannot be
understood without reference to the scholastic tradition against
which he reacted and from which he unquestioningly accepted as
much as he rejected, so it is with Chomsky in relation to the ideas
with which he was most familiar, by virtue of his own training in
linguistics, psychology and philosophy: Chomskyan generativism
is very much conditioned by the very particular intellectual and
cultural context in which it developed. These more general issues
we shall, for the present, leave on one side.

4.3 Parts of speech, form-classes and grammatical categories

What are traditionally, and rather misleadingly, referred to as parts
of speech — nouns, verbs, adjectives, prepositions, etc, — play a
crucial role in the formulation of the prammatical rules of
languages. It is important to realize, however, that the traditional
list of ten or so parts of speech is very heterogeneous in composition
and reflects, in many of the details of the definitions that accompany
it, specific features of the grammatical structure of Greek and Latin
that are far from being universal. Furthermore, the definitions
themselves are often logically defective. Some of them are circular;
and most of them combine inflectional, syntactic and semantic
criteria which yield conflicting results when they are applied to a
wide range of particular instances in several languages. In fact,
taken at their face value, the traditional definitions do not work
perfectly even for Greek and Latin. Like most of the definitions in
traditional grammar, they rely heavily upon the good sense and
tolerance of those who apply and interpret them.

It is easy enough to pick holes in the traditional definitions: “A
noun is the name of any person, place or thing", “*A verb is a word
which denotes an action”, “An adjective modifies a noun, *A
pronoun stands for a noun”, etc. Nevertheless, most linguists still
operate with the terms ‘noun’, ‘verb’, ‘adjective’, etc., and interpret
them, explicitly or implicitly, in a fairly traditional way. And they
are right to do so. It is an important fact about the structure of
natural languages that linguists are able to make empirically
verifiable statements to the effect that some languages have a
syntactic distinction between adjectives and verbs (English,
French, Russian, etc.), whereas others (Chinese, Malay, Japanese,
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etc.) arguably do not; that most languages have a syntactic distine-
tion between nouns and verbs (English, French, Russian, Chinese,
Malay, Japanese, Turkish, etc.) but that a few (notably, the Ameri-
can-Indian language Nootka, as described by Sapir) arguably do
not; that in some languages (Latin, Turkish, etc.) adjectives are
grammatically more similar to nouns and less similar to verbs than
they are in other languages (English, Chinese, Japanese, etc.).

But there is another aspect of the traditional theory of the parts of
speech that must be clarified at this point. The terms ‘noun’, ‘verb’,
‘adjective’, etc., are employed in traditional grammar with the
same ambiguity that ‘word’ is; and this ambiguity has been carried
over into many otherwise untraditional modern treatments of syn-
tax, which prefer to talk of word-classes, rather than parts of
speech. If we decide to restrict the term *part of speech’ to classes of
lexemes, saying that ‘boy’ is a noun, that ‘come’ is a verb, and so on,
we can say that boy, boys and boy’s are noun-forms, that come,
comes, coming, came are verb-forms, and so on.

There is more to this question than simply a desire for terminolo-
gical consistency. One of the problems with the traditional theory of
the parts of speech is that, by failing to draw the distinction that has
just been drawn, it found itself obliged to recognize that certain
words (I deliberately equivocate here with ‘word") belonged simul-
taneously to two parts of speech. This is most notoriously the case
with participles (whose traditional label reflects their dual status).
Looked at from one point of view, that of inflectional morphology,
they are verb-forms; looked at from another point of view, in terms
of their syntactic function, they are adjectives (cf. dancing in the
dancing girls, construed as “‘the girls who dancefare dancing”).
Similarly, what are traditionally called gerunds (or, more revealingly,
verbal nouns) are verb-forms whose syntactic function is charac-
teristically that of nouns (cf. dancing in shoes for dancing and, at
one further remove, as a noun used adjectivally in dancing shoes).

More interesting, if only because it is not so widely acknowledged
either in traditional grammar or in modern grammatical theory, is
the fact that certain noun-forms are, from a syntactic point of view,
characteristically adjectival or adverbial. For example, the posses-
sive bishop’s in the bishop’s mitre (construed as “the mitre of the
kind that bishops wear") is syntactically an adjective: cf. the
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episcopal mitre. We cannot make coherent statements about facts
such as these unless we draw the distinction between the assignment
of a lexeme to a particular part of speech and the identification of
the syntactic functions of its forms in different contexts.

Many modern works talk about form-classes rather than parts of
speech. Having reserved 'part of speech’ for lexeme-classes, we can
conveniently appropriate the term ‘form-class’ (in one of the senses
in which it has been defined) for classes of forms having the same
syntactic function. We can then give what is called a distributional
interpretation to ‘syntactic function’: two forms have the same
syntactic function if, and only if, they have the same distribution
(i.e. are intersubstitutable: cf. 3.4) throughout the grammatical
(though not necessarily meaningful) sentences of the language.
Distributional definitions of this kind played a crucial role in the
later period of post-Bloomfieldian linguistics and prepared the way
for the development of Chomskyan generative grammar.

It will be immediately apparent that inflectionally variant forms
of the same lexeme do not, in general, have the same distribution;
and this is why syntax and inflection are complementary parts of
grammar. For example, boy and boys differ distributionally in
various ways, but most notably in that the former, but not the latter,
can occur in a range of contexts including

(1) The — is here
and the latter, but not the former, in a range of contexts including
(2) The —— are here.

By virtue of the semantic function of the distinction between boy
and boys, in most contexts, we refer to boy as the singular form and
boys as the plural form of ‘boy’. If this distinction of meaning did
not correlate with a difference of distribution (i.e. if the singular
and plural forms of lexemes were intersubstitutable throughout the
sentences of English without consequential changes elsewhere in
the same sentences), there would be no syntactic rule of English
dependent upon it. Though there is an intrinsic connection between
the meaning of forms and their distribution, it is their distribution
alone that is of direct concern to the grammarian. Anyone who
wishes to understand modern grammatical theory, in its most
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distinctive and most interesting developments, must be able to think
of the distribution of forms independently of their meaning,

Since the term ‘*form’ is broader than, but subsumes, ‘word-
form’, the term *form-class’ is correspondingly broader than either
‘word-class’ or ‘part of speech’. Morphemes (i.e. minimal forms)
can be grouped into form-classes on the basis of the criterion of
intersubstitutability; so too can phrases composed of several words,
In a morpheme-based grammar, the part of speech label, which we
have assigned to lexemes, would be attributed, primarily, to what
are traditionally referred to as stems, or even roots, (The difference
between stems and roots is that roots are morphologically unanalys-
able, whereas stems may include, in addition to their root, one or
more derivational affixes.) For example, the form boy would be
classified as a noun by virtue of its being the stem of a whole set of
inflected word-forms, including boy, boys and boy's, Itis, however,
a purely contingent fact of English grammatical structure that noun-
stems, verb-stems, adjective-stems, etc, are always word-forms
{and citation-forms: cf. 4.1). It is also a purely contingent fact that
in English (as in, say, Chinese, but not Turkish) very many forms
can serve as either noun-stems or verb-stems (cf. walk, turn, man,
table, etc.). In both of these respects English is far from being
representative of the languages of the world. Current versions of
generative grammar, being morpheme-based, operate with defini-
tions of ‘noun’, ‘verb’, ‘adjective’, etc., which apply, primarily, to
lexeme-stems and secondarily to larger forms containing them or
syntactically equivalent with them.

In traditional word-based grammar, as inflection is comp-
lementary to syntax, so the inflectional, or grammatical, categories
are complementary to the parts of speech. For example, ‘singular’
and ‘plural’ are terms in the category of number; ‘present’, ‘past’
and ‘future’, terms in the category of tense; ‘indicative’, ‘subjunc-
tive’, ‘imperative’, etc., terms in the category of mood; ‘nomina-
tive’, ‘accusative’, 'dative’, ‘genitive’, etc., terms in the category of
case; and so on. Such traditional labels as ‘first-person singular of
the present-tense indicative of the verb BE' exemplify the way in
which, to use the traditional terminology, particular parts of
speech are said to be inflected for a particular set of grammatical
categories.
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Two points may be made in connection with the inflectional
categories of traditional grammar. The first is that none of them is
truly universal, in the sense that it is found in all languages. There
are languages without tense; languages without case; languages
without gender; and so, without exception, for every one of the
traditional categories. On the other hand, there are many categor-
ies not recognized in traditional grammar that exist in languages
that have been investigated, in more recent times, by linguists.

The second point is that what are traditionally described as
grammatical categories would be commonly treated, in morpheme-
based grammar, as sets of grammatical morphemes (in contrast with
the lexical morphemes listed as noun-stems, verb-stems, etc., in the
vocabulary). And their distribution would be handled directly by
syntactic rules. This is, in essence, the treatment that is adopted in
current versions of generative grammar.

4.4 Some additional grammatical concepts

It is the function of the grammatical rules of a language to specify
the determinants of grammaticality for that language (cf. 4.2). As
we shall see later, a generative grammar does this by generating (in
a sense to be explained) all and only the sentences of a language and
assigning to each, in the very process of its generation, a structural
description. In this section, a number of grammatical notions will be
listed, and briefly explained, which have been elaborated by lin-
guists in their attempts to formulate, for particular languages and for
language in general, the determinants of grammaticality and the
kind of information that should be included in the structural
descriptions of sentences,

It cannot be too strongly emphasized that the linguist — nowadays
at least — is not interested in classification and pigeon-holing for its
own sake. He is concerned, as we saw atl the outset, with the
question *“What is language?” and, whether directly or indirectly,
with the native speaker’s ability to produce and understand an
indefinitely large, and potentially infinite, number of utterances
that differ fron one another in form and meaning. An explication of
the concept of grammaticality is central to the task of accounting for
the native speaker’s ability to do this (and for the child’s acquisition
of this ability), and it is one of the central issues involved in any
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intellectually satisfying answer that might be offered to the question
“What is language?”

The list of grammatical concepts that follows, though fairly
lengthy, is far from exhaustive. Many of them originate in traditional
grammar; others have been developed more recently. Not all of
them will be invoked in later sections of this book. This is partly
because the account that will be given here of grammatical structure
and of generative grammar is, inevitably, both very elementary and
highly selective. But there is a more important reason, In the
present state of grammatical theory, it is unclear just how many
logically independent, or primitive, notions are required for the
specification of the determinants of grammaticality in any particular
language, let alone in all languages. If one set of notions is selected
as primitive, in this logical sense of the term, others can be defined
in terms of them. But there are many options open to the linguist in
deciding what is primitive and what is derived. Current versions of
generative grammar have, often for purely historical reasons, made
one selection of primitives rather than another. It may not prove to
be the right selection. Indeed, it must be regarded as an open
question whether there is a right selection — right, that is to say, for
all human languages.

It does not matter much if the reader to whom the following list of
grammatical notions is unfamiliar fails to remember most of them.
Anyone embarking upon the study of linguistics at a more special-
ized level should, of course, not only understand them, but be able
to exemplify them and, no less important, be able to add to the list
and show how one notion shades into, or is definable in terms of,
another. The reason why 1 present this reasonably long list of

grammatical concepts in what is intended to be an elementary, and
very general, book on language and linguistics is that most compar-
able works fail to make the point that was made in the preceding
paragraph. Even an elementary book should give its readers some
sense of the range and complexity of the subject it deals with. And
no treatment of grammatical theory should fail to state clearly that,
although preat progress has been made recently, we are far from
having a satisfactory general theory of grammatical structure.

Sentences may be classified (and are so classified in traditional
grammar) along the intersecting dimensions of (a) structure and (b)
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function; as (a) simple vs. non-simple, with non-simple sentences
being subdivided into complex vs. compound; and (b) declarative,
interrogative, imperative, etc. A simple sentence consists of a single
clause (with the appropriate prosodic contour); a minimal complex
sentence consists of two clauses, one of which is subordinate to the
other; a minimal compound sentence consists of two or more
clauses, both of which are co-ordinate. (For convenience of exposi-
tion, I will here introduce the term compasite to cover both com-
pound and complex sentences.) The notions of subordination and
co-ordination invoked here are, as we shall see, very general
notions, applicable not just to the classification of sentences, but
within sentences.

As to the functional classification of sentences, two points may be
made. The first is that, if we draw a distinction between declarative
sentences and statements, between interrogative sentences and
questions, between imperative sentences and commands, requests,
etc., we can say that a declarative sentence is one whose gramma-
tical structure is that of sentences that are used, characteristically,
to make statements, and so on. This enables us to keep distinct, but
to interrelate, the grammatical structure of sentences and the com-
municative function of utterances (cf. 5.5). We shall draw upon this
distinction in the chapter on semantics. The second point is that
‘imperative’, unlike ‘declarative’, and ‘interrogative’ is traditionally
employed, with ‘indicative’, ‘subjunctive’, etc., to label one of the
terms in the grammatical category of mood. This double employ-
ment of ‘imperative’ should be noted, if only because it has led to a
lot of confusion in modern grammatical theory. .

Within sentences, whether simple or compeosite, there are vari-
ous kinds of part-whole relations: relations of constituency. For
example, all the clauses of a complex or compound sentence are
constituents of the sentence as a whole; in a simple sentence all the
word-forms (let us assume) are constituents, and groups of words
may constitute phrases which are also constituents, of the sentence
(the words being, in turn, constituents of the phrases, and thus only
indirectly of the sentences of which the phrases are constituents).
As we shall see in the following sections, this notion of con-
stituency, coupled with a somewhat more general version of
the traditional concept of the phrase, is at the very heart of the
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formalization of grammatical structure in Chomskyan generative
grammar.

Another kind of syntactic relation — one to which traditional
grammar attached particular importance — is that of dependency.
This is an asymmetrical relation that holds (to use modern termino-
logy) between a governor, or controller, and one or more depen-
dents. For example, the verb is said to govern its object (if it has
one) in one form rather than another, as the verb ‘see’, like all
transitive verbs in English, governs its object in what would be
traditionally described as the accusative case (cf. [ saw him vs, *I
saw he; the category of case, he vs. him, etc., is an inflectional
category of pronouns, but not of nouns, in English). More gener-
ally, we can establish a relation of dependency within a particular
construction whenever the occurrence of one unit, the controller, is
a precondition for the occurrence, in the appropriate form, of one
or more other units, its dependents, What is traditionally referred
to as government, exemplified above, can be brought within the
scope of the broader concept of dependency which does not presup-
pose the existence of inflectional variation. In so far as the cluster-
ing of a controller with its dependents establishes, implicitly, a
part-whole relation between each of the units and the cluster itself,
constituency and dependency are not wholly independent
variables. ChomsRyan generative grammar has opted for consti-
tuency, in this respect following Bloomfield and his successors.
Traditional grammar laid more emphasis on dependency.

Reference was made, in the preceding paragraph, to transitive
verbs. The traditional distinction between transitive and intransi-
tive verbs can be generalized in two directions: first of all, by
including verbs within the broader class of predicators; then by
subclassifying predicators in terms of their valency: i.e. in terms of
the number and nature of their dependent units. Counting, not only
the direct and indirect object, but also the subject, of a verb among
its dependents, we can say that an intransitive verb like ‘die’ has a
valency of 1, a transitive verb like ‘eat” has a valency of 2, verbs like
‘give’ or ‘put’ have a valency of 3, and so on.

This notion of valency does not presuppose, it should be noted,
that the dependents of a predicator are necessarily noun phrases.
What are traditionally referred to as adverbial complements of
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time, place, etc., also fall within the scope of the definition of
valency. We must also allow for the existence of predicators with
zero-valency. For example, the verbs ‘rain’, ‘snow’, ete., in English
are arguably of this kind, the form it of It is raining/snowing, etc.,
being no more than a dummy subject.

The term ‘valency’ (borrowed from chemistry) is not, so far, very
widely employed in British and American works on linguistics. But
the notion is latent in a good deal of grammatical theory that does
not actually employ the term. The most controversial, and untradi-
tional, aspect of the notion of valency, as it has just been presented,
is its demotion, as it were, of the traditional distinctions of subject
and predicate (of the clause), on the one hand, and of subject and
object (of the verb), on the other. These two distinctions, it should
be noted, are logically independent. The former rests upon the
division of the clause (in accordance with traditional assumptions)
into two complementary parts; the latter does not. The subject of
the verb is that unit which, though dependent upon the verb just as
much as the object is, determines the form of the verb in what is
commonly called subject-verb agreement (cf. The boy is running vs.
*The boy are running, and The boys are running vs. *The boys is
running). Other criteria can be, and have been, proposed for the
identification of a more general notion of syntactic subject appli-
cable to all languages. But the question of the universality of either
kind of syntactic subject (or of some more general notion of subject
which subsumes both) is as controversial today as it was when it was
hotly debated by linguists in the late nineteenth century.

4.5 Constifuent-siructure

In this section we shall concentrate upon that aspect of grammatical
structure which can be handled in terms of the notion of constitu-
ency. We shall do so within the framework of morpheme-based
grammar and from the distributionalist point of view characteristic
of the later period of post-Bloomfieldian linguistics (cf. 7.4). By
adopting this point of view, we can kill two birds with one stone: we
can further illustrate the application of important notions that have
been introduced above - those associated with the terms ‘mor-
pheme’, ‘morphology’, ‘inflection’, ‘derivation’, *form-class’, *dis-
tribution’, not to mention 'constituency’ itself; and we can prepare
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the way for our treatment of generative grammar in the following
section.

Though the Bloomfieldian concept of constituent-structure is
primarily a syntactic concept, we shall begin by showing how it
applies within word-forms. It will be recalled that in post-
Bloomfieldian linguistics grammar was divided into morphology
and syntax (cf. 4.1). Morphology dealt with the internal structure of
word-forms; syntax dealt with the distribution of word-forms
throughout the well-formed sentences of a language. But post-
Bloomfieldian morphology was itself a kind of syntactic morpho-
logy. It applied the same principles to the grammatical analysis of
word-forms as it did to the syntactic analysis of such larger units as
phrases and sentences. Indeed, post-Bloomfieldian linguists, in
principle, if not always consistently in practice, eventually came to
abandon the distinction between morphology and syntax, with a
consequential broadening of the definition of ‘syntax’. Syntax
became the study of the distribution of morphemes (rather than of
word-forms); and word-forms were recognized, not as purely syn-
tactic units, but as units that could serve (with the appropriate
prosodic contour) as minimal utterances and, in certain languages,
as the domain of certain suprasegmental phonological features
(cf. 3.6). This is, in essence, the point of view adopted, as part
of its post-Bloomfieldian inheritance, by Chomskyan generative
grammar.

Throughout this section, and the next, the term ‘word’ is to be
understood as referring to word-forms. Words, in this sense, can be
represented as strings of (one or more) morphemes: morphemes
being minimal forms; and words being, in Bloomfield's classic
(though only partially satisfactory) definition, minimurn free forms
(i.e. forms not consisting wholly of smaller free forms). A free form,
in contrast with a bound form, is one that could occur, with the
appropriate prosodic contour, as an utterance (though not neces-
sarily as a full sentence) in some normal context of use. Not all the
forms traditionally recognized as words in English, and separated,
by spaces in the written medium, satisfy this definition. We shall use
as examples only those that do. Thus: catis both a morpheme (being
a minimal form) and a word (being a free form); cafs is not a
morpheme since it is composed of two minimal forms, cat and s, but

TratataE
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it is a word (though cat is a free form, s is not); unfriendliness is a
word composed of four morphemes, un-friend-ly-ness, all of which,
except friend, are bound forms. Bound forms that are constituents
of words are affixes: prefixes, if they precede the base-form to which
they are attached, or affixed; suffixes, if they follow it.

But there is more to the constituent-structure of words than can
be fully accounted for in terms of their constituent morphemes,
Many of the words of English, and other languages, have an inter-
nal hierarchical structure, which can be represented, formally, by
means of the mathematical notion of bracketing, For example, the
constituent structure of the word unfriendliness can be represented as

(1) [[un-[friend-Iy]]-ness)
or equivalently, by means of a tree-diagram, as in (2).

(2)

i friend ¥ Hess

It is important to appreciate that (1) and (2) are formally equiva-
lent. Each tells us no more and no less than the following: that the
immediate constituents (1Cs) of unfriendliness are unfriendly and
ness; that the 1Cs of unfriendly are un and friendly; that the 1Cs of
friendly are friend and ly; and, no further analysis being possible at
the grammatical level of description, that the ultimate constituents
of the whole syntagm are un, friend, ly and ness. Alternatively, they
tell us that friend and /y may be combined (in sequence) to form an
intermediate constituent, friendly, to which un may be prefixed to
form a larger intermediate constituent, unfriendly, to which ness
may be suffixed to form the whole word-form. Both methods of
representation, (1) and (2), are neutral as between the analysis and
the synthesis of syntagms.

1 do not propose to justify, in detail, the particular bracketing of
unfriendliness assigned to it in (1) and (2). In principle, it rests
(according to the postulates of post-Bloomfieldian distributional-
ism) upon the criteria of substitutability and generality, The form
unfriendliness belongs to a form-class (i.e. a set of intersubstitutable
forms) which we will call, using traditional terminology, abstract
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nouns and symbolize as N,. Very many of these are formed in
English by adding the suffix ness to what are traditionally called
adjectives (more precisely, to the base-forms of adjectives). Simi-
larly, the prefixation of un to an adjective-form (A) is a highly
productive morphological process in English, In contrast the
prefixation of un to noun-forms (of subclass N,) is not a productive
process. It follows that even though there is a word ‘friendliness’ in
English, we do not wish to recognize [[friend-ly]-ness], not to men-
tion [ friend-[ly-ness]], as a constituent of unfriendliness. As for the
innermost bracketing of [friend-ly], this is justified by a moderately
productive morphological process, whereby adjectives are formed
out of nouns, of let us say subclass N_, by the suffixation of ly
(cf. man-ly, etc.).

The distributional justification of the constituent-structure
assigned to the word-form unfriendliness is fairly straightforward,
This is far from being the case in respect of all the word-forms of
English, especially if the distributional criteria are converted into
mechanical discovery procedures (cf. 7.4). However, we are not
concerned to argue for distributionalism as such, but merely to
illustrate what is meant by constituent-structure. The point is that,
whether a particular analysis is validated by purely distributional
criteria or not, the use of a particular term or symbol, e.g. ‘noun’ or
M., to label a form-class implies that the members of the form-class
are intersubstitutable in all the contexts covered by any rule that
uses the label in question. For example, let us arbitrarily assign the
label A, to that particular set of forms which results from the
suffixation of ly to the members of the form-class N.. We can now
express what has just been said by means of the following rule:

(3) Ne + by = A,

This tells us, in effect, that all forms of subclass N, are intersubstitu-
table in at least the range of contexts covered by (3). It further
implies that all the members of subclass A, are intersubstitutable in
contexts covered by other rules, such as

{4) A, + ness — N,
and

(5) un + A, — A,

Ak
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The fact that distributionalism, in the form in which it was de-
veloped by the post-Bloomfieldians, has been discredited does not
mean that the notion of distribution itself is no longer relevant in
grammatical analysis. On the contrary, it is the crucial notion in the
formalization of grammar.

Before we proceed, one point may be noted. Rule (5), in contrast
with rules (3) and (4), is potentially recursive: i.e. if it is allowed to
apply to its own output (A,), it will yield indefinitely many syntagms
of increasing complexity— [un-friendly), [un-[un-friendiy]], [un-[un-
[un-friendly]]], etc. Presumably, we should not wish to regard un-
unfriendly, still less unununfriendly, etc., as being grammatically
well-formed. Therefore, rule (5) is technically faulty; for friendly
and unfriendly are not members of exactly the same form-class. On
the other hand, there are many syntactic, if not morphelogical,
constructions in English, and possibly in all natural languages, that
are fully recursive. It is for this reason that the sentences of a
language, though each finite in length, may be infinite in number
(cf. Chomsky's definition of ‘language’ quoted in 1.2 and 2.6).

Exactly the same notion of constituent-structure applies to
sequences of words — phrases in both the traditional and the every-
day sense of this term — as applies (according to the Bloomfieldian
and post-Bloomfieldian conception of morphology) within words.
For example, on the wooden. table is what is traditionally called a
prepositional phrase; which is composed of a preposition (on) and
what is traditionally called a noun phrase (the wooden table); which
is composed of the definite article (the) and the phrase wooden
table: which is composed of an adjective (wooden) and a noun
(table). What has just been said can be expressed, without the
traditional labels that were employed, by means of

(6) [on[the]wooden table]])

or, equivalently, the tree-diagram in (7).

(7)

o the waaden table




122 Girammar

Both (6) and (7), like (1) and (2), are unlabelled representations of
constituent-structure.

It is customary, however, to operate with the notion of labelled
representations — the labels, as above, being used to indicate forms-
class membership. Let us therefore convert (6) and (7) into a
labelled bracketing and a labelled tree, (8) and (g) respectively,
using standard mnemonic symbols for the labels: NP for ‘noun
phrase’, P for ‘preposition’, PP for ‘prepositional phrase’, A for
‘adjective’, Art for ‘(definite) article’. It will be noted that (8)

(8) [pelpon] [nplanthe] [wlawooden] [ytable]]]]

and (g) are formally equivalent. Since labelled bracketings, though
more compact, are difficult to read, linguists commonly operate
with labelled trees.

(9) o
F/ ~\““‘\"]’wﬂ"
Aﬂ/ \N
2
1

on the woodan fable

Two general points may be made in relation to (8) and (g9). The
first is that they represent the phrase wooden table as being of the
same form-class as table (N). This is distributionally justifiable; and,
although there are certain principles which determine the relative
sequence of adjectives that precede nouns within the same phrase in
English, there is no finite limit to the number of adjectives that may
occur in that position. However, there is room for doubt about the
internal structure of strings of adjectives in such positions.

A second point has to do with the terms ‘noun phrase’ and
‘prepositional phrase’. These are taken over from traditional gram-
mar; and they find their explanation, not in the notion of consti-
tuency, but in that of dependency (cf. 4.4). A noun phrase in
traditional grammar is a phrase whose controller, or head, is a
noun; a prepositional phrase, one whose controller, or head, is a
preposition. The constituent-structure representation in (8) and (g)
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says nothing about dependency. The terms ‘noun phrase’ and ‘pre-
positional phrase’ are, in this respect, unmotivated. If they are
understood, instead, to imply that noun phrases and prepositional
phrases have the same distribution as nouns and prepositions re-
spectively, this is obviously not so, as far as prepositional phrases
are concerned, It might seem, at first sight, that the term ‘noun
phrase’ is more appropriate from this point of view, For some
languagesitis. Theyinclude Latin and Russian, which have no definite
article and, unlike English, can use so-called common nouns in the
singular without a definite or indefinite article or any other member
of the class of forms nowadays referred to as determiners. But a
little reflection will show that, although the wooden table and the
table have much the same distribution as proper names and pro-
nouns, they do not have the same distribution as common nouns,
like rable.

The examples that have been used here to illustrate the notion of
constituent-structure are straightforward enough and, apart from
ane or two details, uncontroversial. When it comes to the analysis
of a representative set of the sentences of English and other
languages from the point of view adopted in this section all sorts of
problems arise, In particular, it is difficult to integrate the consti-
tuent-structure of word-forms with the constituent-structure of the
larger syntagms in which the word-forms themselves occur as con-
stituents. Few linguists, if any, would nowadays think it either
possible or desirable to describe the syntax of a language within the
framework outlined here without invoking additional notions. At
the same time, it is clear that there is such a thing as constituent-
structure in some, and presumably all, natural languages. Theor-
etical syntax was considerably advanced by the post-Bloomfieldian
attempt to formalize the notion of constituent-structure in distribu-
tional terms.

In conclusion, mention should be made, on the one hand, of what
are commonly (though perhaps inappropriately) referred to as
discontinuous constituents and, on the other, of the question of
sequential order. Many languages yield instances of either ulti-
mate or intermediate constituents whose component parts are
separated by a string of one or more forms. For example, the
past participles of most German verbs are formed by prefixing
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ge- and suffixing either - or -en to the appropriate base-form:
ge-lob-t “praised”, ge-sprach-en “spoken™. Discontinuity within
the word is not uncommon in inflecting languages. It is very com-
mon indeed in larger syntagms. For example, looked . . . up in He
looked the word up in the dictionary, he . . . doesn'’t like bananas in
He evidently doesn’t like bananas, has . . . enand be . . . ing in has
been singing.

Discontinuity violates the principle of adjacency: the principle
that units (or component parts of units) which are syntactically
connected should be placed next to one another in sentences. In
some languages, this principle is no more than a stylistic tendency;
in others, adjacency itself is used as a way of showing syntactic
connectedness. For example, walking down the road is shown by
adjacency, or proximity, to go with John rather than Mary in both
Walking down the road, John met Mary and John, walking down the
road, met Mary (when they are pronounced with normal stress and
intonation). It is important to realize that the notion of constituent-
structure does not of itself imply the adjacency of co-constituents.

Nor does it imply that co-constituents must appear in a fixed
sequential order. It s0 happens that much, though by no means all,
of the sequential ordering of forms in English is a matter of gram-
matical rule, rather than of stylistic tendency: neither word-forms
like *friend-un-ness-ly, *ness-friend-un-ly, etc., nor phrases like
*wooden the table on, "on table the wooden, etc., are well-formed.
It is no doubt the case that in most words in all natural languages the
sequential order of the constituent morphemes is fixed by rule. But
there is considerable variation among languages in respect of the
use they make of sequential order within larger syntagms. As we
shall see, Chomsky's formalization of constituent structure, and of
grammatical structure in general, takes both adjacency and sequen-
tial order to be necessarily a matter of rule.

4.6 Generative grammar

The term ‘generative grammar’, which was introduced into linguis-
tics by Chomsky in the mid-1950s, is nowadays employed in two
rather different senses, In its original, narrower and more technical,
sense, it refers to sets of rules which define various kinds of
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language-systems. This is what is meant by ‘generative grammar’ in
this section.

In its second, broader sense - for which we will use the term
‘generativism’ — it refers to a whole body of theoretical and method-
ological assumptions about language-structure, the discussion of
which will be postponed until Chapter 7. Not only was Chomsky the
originator of the version of generative grammar most widely used in
linguistics, but he has also been the leading proponent of generativ-
ism; and it is in this role that he has been most influential, not
only in linguistics, but also in other disciplines. This being so, it is
important to make the point that, although one can hardly be a
generativist without being interested in generative grammar, it is
quite possible to be interested in generative grammar without
subscribing to those tenets of linguistic theory and methodology
most characteristic of generativism.

A generative grammar is a set of rules which, operating upon a
finite vocabulary of units, generates a set (finite or infinite) of
syntagms (each syntagm being composed of a finite number of
units) and thereby defines each syntagm to be well-formed in the
language that is characterized by the grammar. Generative gram-
mars that are of interest to linguists will also assign to each well-
formed syntagm (and more particularly to each sentence) that they
generate an appropriate structural description. The definition of
‘senerative grammar’ given here s more general in one respect than
Chomsky's. It uses the term ‘syntagm’, where Chomsky would use
‘string’ or ‘sequence’. A syntagm, as we have seen, is a combination
of grammatical units (or, in phonology, of elements) which are not
necessarily ordered sequentially. Though Chomsky defines sen-
tences and phrases as (structured) strings. it is quite reasonable, and
indeed it is in accord with traditional conceptions, to think of them
as syntagms: i.e. as sets of units brought together in a particular
construction. What traditional grammar called a difference of con-
struction will be identified in generative grammar by means of a
difference in the associated structural description.

The term ‘generate’, used in the definition, is to be understood in
exactly the sense in which it is used in mathematics. To illustrate:
given that x can take as its value any one of the natural numbers {1,
2,4, . ..}, the function x? + x + 1 (Which we can think of as a set of
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rules, or operations) generates the set {3, 7, 13, . . .}. It is in this
abstract, or static, sense of the term that the rules of a generative
grammar are said to generate the sentences of a language. We do
not need to go into the mathematics. The important point is that
‘generate’, in this sense, does not relate to any process of sentence-
production in real time by speakers (or machines). A generative
grammar is a mathematically precise specification of the gramma-
tical structure of the sentences that it generates.

The definition given above does not restrict the applicability of
generative grammar to natural languages, In fact, it does not imply
that generative grammar has any relevance at all to the description
of natural languages. The sets of syntagms characterized as
languages by generative grammars are what logicians call formal
languages. Every possible syntagm is either well-formed or it is not;
there are no syntagms of indeterminate status. Furthermore, every
well-formed syntagm has a fully determinate structure, as defined
by the structural description assigned to it by the grammar. It is not
clear that natural languages are formal languages in this sense.
Many linguists would say that they are not.

But this does not mean that formal languages cannot serve as
models of natural languages. It suffices that the property of gram-
maticality, if not fully determinate, should be empirically deter-
minable within reasonable limits, and also that such structural
properties as are built into the model should be identifiable in any
natural language for which the formal language in question serves
as a model, The word ‘model’ is here being used in the sense in
which an economist might talk of a model of, let us say, imperfect
competition; or a chemist, of a model of molecular structure. In
each case, the construction of the model involves abstraction and
idealization. S0 too in linguistics. Theoretical synchronic micro-
linguistics, being concerned with what it takes to be the essential
properties of language-systems, can afford to neglect much of the
detail and indeterminacy that other branches of linguistics would
need to include (cf. 2.1). So the fact that natural languages may not
be formal languages does not of itself invalidate the applicability of
generative grammar in linguistics.

Another important point to note about the definition of gener-
ative grammar given above is that it allows for the existence of many
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different kinds of generative grammars. The question for theoreti-
cal linguistics is this: which, if any, of the indefinitely many different
kinds of generative grammars will best serve as a model for the
grammatical structure of natural languages? Put like this, the ques-
tion presupposes that all natural languages can be modelled by
grammars of the same kind. This assumption is commonly made
these days in theoretical linguistics. One reason why generativists
make it is that all human beings are apparently capable of acquiring
any natural language. It is in principle possible that very different
kinds of generative grammars should be appropriate for the de-
scription of different kinds of natural languages. But so far there is
no reason to believe that this is so.

Chomsky demonstrated, in his earliest work, that some kinds of
generative grammars are intrinsically more powerful than others:
they can generate all the formal languages that less powerful gram-
mars can generate and others that less powerful grammars cannot
generate. In particular, he proved that finite-state grammars are
less powerful than phrase-structure grammars (of various kinds) and
that phrase-structure grammars are less powerful than transform-
ational grammars, The difference between these three types of
generative grammars (which Chomsky, in a somewhat different
sense of ‘model’, referred to as three models of linguistic descrip-
tion) is something that we shall not go into here: there are many
readily accessible accounts at different levels of technicality. All
that needs to be said about finite-state grammars is that, under
certain reasonable assumptions about the syntactic structure of
English and other natural languages, the formal languages that they
generate were shown by Chomsky to be inappropriate as models of
at least some natural languages. Finite-state grammars are not
powerful enough in principle; it is largely because finite-state
models were being constructed in the 19505 by behaviourist psycho-
logists that Chomsky was concerned to demonstrate their inap-
propriateness as models of the grammatical structure of language.

Transformational grammars, on the other hand, are certainly
powerful enough in principle to serve as models for the grammatical
description of natural language-systems. But there are all sorts of
transformational grammars. Paradoxical though it may appear at
first sight, some — and perhaps all — are too powerful. They permit
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the formulation of rules which are never required, as far as we
know, in the description of any natural languages. Ideally, and this
is at the very heart of generativism, one wants a type of generative
grammar which is just powerful enough to reflect, directly and
perspicuously, those properties of the grammatical structure of
natural languages which are, by common consent, essential to
them. Though a particular type of transformational grammar, for-
malized by Chomsky in the mid-1950s and modified several times
since then, has dominated theoretical syntax for over twenty years,
the role of the transformational rules themselves has been con-
tinually restricted. And the future of transformational grammar as
such (though not of generative grammar) is currently in doubt.

Chomsky drew particular attention, at the outset, to two
properties of English and other natural languages which must be
taken into account in the search for the right kind of generative
grammar: recursiveness and constituent-structure (cf. 4.5). Both of
these are reflected, directly and perspicuously, in a phrase-structure
grammar. (They are also reflected in a Chomskyan transform-
ational grammar, which can be described, loosely, as a phrase-
structure grammar with a transformational extension. ) In fact, rules
{(3)—(5) in 4.5 are cast in the format of phrase-structure rules, whose
function it is to generate strings of symbols and to assign to each a
labelled bracketing of the kind that has already been illustrated: cf.
{6) and (8) in 4.5. Such labelled bracketings are referred to as
phrase-markers. Since phrase-structure grammars are formalized
within the more general framework of concatenation grammars
(i.e. grammars which generate strings of units), the phrase-marker
represents, not only the constituent-structure of the syntagm and
the form-class of each constituent, but also their sequential order-
ing relative to one another.

As, in an elementary book of this nature, we will not go into the
technical differences between one kind of generative grammar and
another, so I will not develop further the formalism and mode of
operation of phrase-structure grammars. What needs to be empha-
sized here is the fact that one kind of generative grammar may have
advantages that another kind of generative grammar does not have
and that, so far at least, it is unclear which, if any, of the many
different kinds of generative grammar that have now been con-
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structed and investigated will best serve as a model for the gramma-
tical description of natural languages. Although it has been a widely
held view for many years that some version of transformational
grammar will best serve this purpose (so that the terms 'generative
grammar' and ‘transformational grammar’ are quite frequently
treated as synonyms), recent work has called into question the
validity of the arguments that led Chomsky and others to this
conclusion.

FURTHER READING

In addition to the relevant chapters of the general introductions listed for
Chapters 1 and 2, Palmer (1971} is especially useful as a point of departure:
it has both the advantages and disadvantages of theoretical neutrality. Most
of the more specialized works on grammatical theory may be classified in
terms of particular schools or movements: generativist, functionalist, sys-
temic, etc. (cf. Chapter 7). Allerton (1979) and Brown & Miller {1980) are
valuable exceptions. S0 among the standard textbooks of general linguistics
is Robins (1979a), chapters 5-6.

On morphology (including inflection), the best general account currently
available in English is Matthews (1974). Also recommended, for those who
read German, is Bergenholtz & Mugdan (1979): it is up-to-date and has a
wealth of illustrative material and exercises. Nida (1g49) is the classic
discussion (with exercises) in the post-Bloomfieldian framework.

On syntax (which for many linguists also includes inflectional morphology),
a critical discussion of basic concepts, with full references, is Matthews
{1981}, Householder (1972) contains many classic articles and has a good
editorial introduction on the historical development of syntactic theory,
From particular points of view:

Generative syntax: most presentations of generative syntax also depend,
on or presuppose, generativism (cf, 7.4) There are now many reliable text-
books, which rapidly become obsolete on particular issues (e.g. the status
of deep structures) but provide a good introduction to the technical con-
cepts and the formalism. For a relatively non-technical exposition: Lyons
(1g70), chapter 6, and {1977a). Textbook accounts include Akmajian &
Heny (1975); Bach (1974); Baker (1978); Culicover (1976); Huddleston
(1976); Keyser and Postal (1976); Stockwell {1977). Many of these include
problems and exercises, Especially useful in this respect are Koutsoudas
{1966); Langacker (1972). Readers include Fodor & Katz (1964); Jacobs &
Rosenbaum (1970); Reibel & Schane (1969).

Functional syntax: Dik (1978); Martinet {1960, 1962).

Systemic grammar: Berry (1975, 1977); Halliday, Mclntosh & Strevens
{1964); Hudson (1971); Sinclair {1972).
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Tagmemic grammar: Cook (1969); Elson & Pickett (1g62); Longacre
(1964).

Stratificational grammar: Gleason (1965); Lockwood (1972); Makkai
& Lockwood (1973).

These distinctive labels for distinguishable points of view, though useful,
can be misleading. The points of view themselves, which give rise to the
labels, are not necessarily incompatible. For example, functional syntax is
not necessarily non-generative (cf. Dik, 1978); systemic grammar, too, can
be formulated, in principle, as a generative system (cf. Hudson, 1976) and,
in particular developments, is strongly associated with functionalism (cf.
Halliday, 1976). On points of detail systemic grammar has much in com-
mon with tagmemic grammar, on the one hand, and with stratificational
grammar, on the other, Differences of terminology and notation frequently
obscure these similarities.

English grammar: some classic works of reference are Curme (1935);
Jespersen (1909-49); Poutsma (1926—g). The most comprehensive recent
work, dealing with both written and spoken English (in purely synchronic
terms), is Quirk, Greenbaum, Leech & Svartvik (1972): it is theoretically
eclectic, drawing upon contributions from most of the identifiable schools
of linguistics, but in general reliable as far as facts of usage are con-
cerned. Many of the questions and exercises for this chapter that relate
to the grammatical structure of English can be answered, in part, on
the basis of information given in Quirk, Greenbaum, Leech & Svartvik
1972).
; 'gn}the English verbal system, in addition to the treatments given in
works listed above for particular points of view, see Leech (1976); Palmer
(1974).
On grammaticality in relation to meaningfulness: additionally Lyons
(19770}, chapter 10, Sampson (1975), chapter 7.

On words and morphemes: Matthews (1974); Robins (1979a), chapter 5
— both with full references to the relevant literature.

On parts of speech and form-classes: additionally Lyons (1g77h),
chapter 11,

On the distributional approach to grammatical analysis, the classic work
is Harris (1951). Fries (1952) exemplifies this approach, on a limited scale,
in relation to English.

On grammatical categories: Lyons (1968), chapter 7.

On dependency grammar and the notion of valency there is much more
available in French (the classic work is Tesnitre, 1950), German (e.g.
Helbig, 1971) and Russian (e.g. Apresjan, 1974) than in English; but see
Fink (1577).

So-called case-grammar, referred to in many recent textbooks and intro-
ductions to grammatical theory, is rooted in the same tradition, as well as
being strongly influenced by Chomskyan generative grammar,
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For a thorough discussion of dependency in relation to constituency,
see Matthews (1g81),

QUESTIONS AND EXERCISES

I. What is grammar (a) inits broadest sense and (b) in the sense in which it
is used in this book?

2. How does syntax differ (a) from inflection and (b) from morphelogy?

3. Distinguish clearly between the base-form and the citation-form of a
lexeme.

4. Morphemes are sometimes defined as minimal meaningful units. How
does this definition differ from the one given in the text?

5. What distinction, if any, would you draw between parts of speech and
form-classes?

6. “boy and boys differ distributionally in various ways . . .”" (p. 171).
Identify as many of these distributional differences as you can (a) for
the written forms boy and boys and (b) for the spoken [boi] and [boiz).
Can you justify on distributional grounds the recognition of the three
homophonous, but non-homeographic, forms boys, boy's, boys'?

7. The definitions of complex and compound sentences given above are for
minimal (two-clause) composite sentences, (a) Exemplify each such class
of sentences in English. (b) Consider whether there are any systema-
tic restrictions upon the combination of declarative, interrogative and
imperative clauses (i.e. a declarative with another declarative, a de-
clarative with an imperative, etc.) in minimal composite sentences. (c)
How can we extend the definitions to cover non-minimal composite
sentences (containing more than two clauses)? (d) Is it possible to have
a compound clause as a constituent of a complex sentence, and vice
versa? Or a compoundicomplex clause as a constituent of another
compound/complex sentence? (e) Can you diagram the several possibi-
lities? () What implications do these have for the distinction of clauses
from sentences?

8. “Chomskyan generative grammar has opted for constituency . , . Tra-
ditional grammar laid more emphasis on dependency” (p. 116). Ex-
plain what is meant by constituency and dependency in this context.

9. A free form which consists entirely of two or more lesser free forms
.+ - is a phrase. A free form which is not a phrase is a word. A word,
then, . . . is a minimum free form" (Bloomfield, 1935: 178). (a) The
term ‘word’ is ambiguous (cf. 4.1). What kind of words is Bloomfield's
definition intended to cover? (b) Are there any traditionally recognized
words of English (in the appropriate sense of ‘word’) that fail to satisfy
Bloomfield's definition? (c) What other criteria have been involved in
the definition of the word?
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12,
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Grammar

Do all languages have (a) words, (b) morphemes, (c) sentences?

Make a list of fifty English lexemes whose base-forms end in -able
(including ‘acceptable’, ‘edible’, ‘honourable’, ‘marriageable’,
‘payable’, ‘reasonable’). (b} Write a rule of the form X + able — Y
(substituting for X and Y appropriate form-class labels) to generate as
many of the fifty base-forms as possible. (b) For how many of the list is
the rule semantically satisfactory?

How do proper nouns differ syntactically from common nouns and
pronounsin English? How do countable nouns differ syntactically from
mass nouns?

“There are rules of order which govern the occurrence of the words of
which the phrase all the ren fine old stone houses is made up. Some of
these rules are absolute . . " (Hill, 1958: 175). (a) Which rules of order
relevant to this example are absolute? (b} How many different phrases
can you construct by substituting other word-forms in each position?
{c) Can you extend it by adding other adjectives between the
article and the noun? (d) What, if any, are the principles determining
the order of distributionally distinct subclasses of adjectives? (cf,
Crystal, 1971: 128-41). (e) What relevance has stress and intonation
to the formulation of these principles?

Explain what is meant by generative grammar, What are its principal
aims7?

Do you think that natural languages are formal languages? Give
reasons for your answer.,

On the basis of some of the relevant additional reading, explain the
difference  between finite-stale grammars and phrase-structure
Eramimars.

A transformational grammar “can be described, loosely, as a phrase-
structure grammar with a transformational extension’ (p. 128).
Explain.

. Generally speaking, every declarative sentence of English (e.g. 'John is

at home’, ‘His brother played football for Ireland") can be matched with
a corresponding interrogative sentence ('Is John at home?', ‘Did his
brother play football for Ireland?'), and vice versa. Similarly, every
affirmative sentence (e.g. ‘He likes fish and chips’, “The man in the
moon is smiling at me’, ‘Did his brother play football for Ireland?”) with
acorresponding negative sentence (‘He doesn'tlike fish and chips’, "The
man in the moon isn't smiling at me’, "Didn’t his brother play football
for Ireland?'), and vice versa, Can you formulate a rule which will
relate declaratives to interrogatives and another rule which will relate
affirmative to negative sentences? What do the two rules have in
common? What is the corresponding declarative for ‘Did anyone

149,
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21,
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call?”? And the corresponding affirmative sentence for *He didn't see
anybody?'? Is *“Nobody called’ affirmative or negative in terms of your
rule?

Various proposals have been made for the generation of the full range
of verb-forms in English in the base-component of a transformational
grammar. Chomsky's now classic treatment (1957), slightly modified,
included the following rules:

Verb — Aux V

Aux — Tense (M) (have en) (be ing)

Tense -+ {Present, Past}

M — {will, can, may, shalf, musc}

V — {open, see, come, . . .}

In these rules *Aux' stands, mnemonically, for ‘auxiliary (verb)’, ‘M’
for *‘madal verb® and "V* for '(lexical) verb'. Parentheses (i.e. round
brackets) enclose optional items. Curly brackets enclose sets of items,
only one of which is to be selected by the rewriting rules. (For further
details cf. Lyons (19774) or standard textbooks.)

(a) List five strings generated by the above rules, each with its
associated phrase-marker.

(b) How many different strings do the rules generate for each Jexical
verh?

(e} What further operations are required in order to generate such
verb-farms as opened, will see, have seen, could be opening, may have
been coming, ete.? Why do you think that have and en, and also be and
ing, have been associated within the same parentheses in the rules?
And why is Tense made the first constituent of Aux?

{d) Are there any other auxiliary verbs in English not covered by the
above rules?

(e) Why is it that no provision is made in the rules for distinctions of
number (singular/plural: e.g. opensiopen, hasthave) and voice (active!
passive: e.g. opensiis opened)?

Explain and exemplify the notion of syntactic ambiguity. Show how
some kinds of syntactic ambiguity can be accounted for by phrase-
structure grammars.

Many textbooks contain problems in the grammatical analysis of real or
hypothetical languages. For the most part, these concentrate upon
isolated fragments of each language. The version of what 1 have called
Bongo-Bongo, which follows, was deliberately constructed in order to
give students the opportunity of working on a plausible hypothetical
language, different from English in many respects but similar to a
variety of other natural languages in one or other of its structural
characteristics. The sentences are given in a broad phonetic transcrip-
tion. You should begin by phonemicizing the data on the basis of
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phonetic similarity and complementary distribution. Then see how
much of the morphology and syntax you can work out, paying particu-
lar attention to the categories of case, gender, number and tense/aspect.
You will find it helpful to consult some textbooks of general linguistics
on the definition and coverage of these terms. (The translation into
English is free rather than literal.)

Bongo-Bongo

1. iwampi isulpin.

2, tixawampixep?

3. jem tiwampusu ivand?

. pul ap tiwampi isulpiBin?

fa

. ap piwampi issulpifin,
. iwampusi isulpin.

. iliilpixet.

. ixalilpusip.

- ixaliilpixe,

. spurje idilpu zjelt.

11, pixadilpixo ijelt,

12, iungosu ujelt,

13. uBimbi idungexo jelt.
t4. izeltu uxaxarpik pu iSamp.
15. ispurje ixaxarpus,

16. pixaxarpixe ifurj,

17. zgoldifini isurgo zalp.

...
D oo~ Svin

18, pirdi isurgexo zalp.
19. uholdifini ixayimkik.

20. iharti ixayiyvimkosi izgoldin,

21, ubimbi ixajarcexe pird,
22, ixacengosu uwing usark.

23. icengo pirt sark,

24. pul tixazimjek?
uzgoldiBini bump bump
ixazazimjexep.

25. uzgarti thoncos: iharti
ixahoncek.

26, zdarbu ufirt: idarbu pirt
uxafirtik.

(He beats his wife (regularly).)
(Have you finished hitting me?)
(Why were you beating that
drum?)

(Since when have you stopped
beating your hushand?)

(We do not beat our wives,)
(She was beating her husband.)
(She is falling in love with you.)
(They had fallen in love with us.)
(They are in love with her.)
(Children love books.)

(We love this book.)

(She was reading that book.)
(That girl is reading a book.)
(The books are on the table.)
{The children were in bed.)

(I am putting baby to bed.)
(Some of our friends are
pipe-smokers.)

(Fred is smoking a pipe.)

(That friend of mine is here now.)
(The farmer brought his friends.)
{The girl over there is Fred's
fiancée.)

(She was wearing that expensive
dress.)

(She always dresses beautifully.)
(How long have you been up?)
(Those friends of yours got me up
very early.)

(Those farmers were getting rich:
this farmer is rich (already),)
(Roses are beautiful: this rose is
really beautiful now.)
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27. kansi ididilpi stimb: korti
ihanti pirt stimb,

28. pinge iBanti skuld,

20, uwunt usturpi idantusi
uhart isulpin,

30, ifirt istimbi i8ilpi gonc
zgart,

(Hans is a lady-killer: Kurt is a
wolf, )

(Ping is a fisherman.)

(Those blind mice you see over
there were chasing that farmer’s
wife.,)

(These pretty girls are always
falling in love with rich farmers.)
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Semantics

5.1 The diversity of meaning

Semantics is the study of meaning. But what is meaning? Phil-
osophers have debated the question, with particular reference to
language, for well over 2000 years. No one has yet produced a
satisfactory answer to it. One reason may be that the question, in
the form in which it is posed, is unanswerable. It makes two presup-
positions which are, to say the least, problematical: (a) that what we
refer to, in English, with the word ‘meaning’ has some kind of
existence or reality; (b) that everything referred to as meaning is
similar, if not identical, in nature. We may call these, respectively;
(a) the presupposition of existence and (b) the presupposition of
homogeneity.

I am not saying that these two presuppositions are false, but
simply that they are philosophically controversial. Too many intro-
ductions to semantics ride roughshod aver this fact. In what follows,
we shall be careful not to commit ourselves to either presuppo-
sition. In particular, we shall avoid saying, as several textbooks of
linguistics do, that language throws a bridge between sound and
meaning. Statements like this can, it is true, be given a rather
sophisticated interpretation, which makes them more acceptable
than they appear to be at first sight. Taken at their face value,
however, they are misleading and philosophically tendentious.
They encourage us to think that meaning, like sound, exists inde-
pendently of language and is homogeneous in nature.

It is of course traditional enough to think of meaning in this way.
According to what has long been the most widely accepted theory of
semantics, meanings are ideas or concepts, which can be trans-
ferred from the mind of the speaker to the mind of the hearer by
embodying them, as it were, in the forms of one language or
another.
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The identification of meanings with concepts will not help us to
answer the question ““What is meaning?”, unless and until the term
‘concept’ is clearly defined, As it is commonly employed, it is too
vague, or too general, to support the weight that is required by its
role as the foundation-stone in the traditional conceptualist theory
of meaning. What is there in common among the concepts associ-
ated with the following words (selected from the first page of a list of
the most frequently occurring words in English): ‘the’, ‘for’, ‘I,
‘first’, ‘year’, ‘little’, ‘write’, ‘three’, ‘school’, ‘boy’, ‘development’,
‘name’, ‘anything’? In some cases we might reasonably say that the
associated concept is a visual image of some kind. But we cannot
surely maintain this view in respect of words like ‘the’, ‘for’, ‘any-
thing’ or even ‘name’, Even for the cases for which it is plausible to
think of concepts as visual images, this creates more problems than
it solves, Mental images associated with a word, e.g. *school’, by
different people are variable and full of detail. Very often there is
little or nothing that is common to these detailed and very personal
mental images. And yet we still wish to say that, in general, people
use words with more or less the same meaning. There is no evidence
to suggest that the visual images that we can undoubtedly call up,
voluntarily or involuntarily, in association with particular words are
an essential part of the meaning of those words or necessary to their
everyday employment.

In fact, there is no evidence to suggest that concepts, in any
clearly defined sense of the term ‘concept’, are relevant to the
construction of an empirically justifiable theory of linguistic seman-
tics. Obviously nothing is gained by using the very vagueness of the
term ‘concept’, as it is ordinarily interpreted, to protect a theory of
semantics that is based upon it from refutation, We shall make no
appeal to concepts in our discussion of meaning.

Instead of asking “'What is meaning?", we shall pose the rather
different question: “What is the meaning of ‘meaning’?" This shift
of focus, from talking about meaning to talking about ‘meaning’,
has several advantages. First of all, it does not commit us to the
same two presuppositions of existence and homogeneity with re-
spect to what ‘meaning’ refers to. It does, of course, commit us to
the presupposition of existence with respect to the English word
‘meaning’. But that is harmless enough, It is a further advantage of
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the move from talking about things to talking about words (if I may
formulate the distinction, rather crudely, in terms of words and
things) that it brings us up sharply against the possibility that the
English word ‘meaning’ may not have the same range of application
as any single word in other languages. This is so. For example, there
are contexts in which 'meaning’ can be translated into French with
‘signification’ or *sens’, and there are contexts in which it cannot.
Similarly, the distinction between ‘Bedeutung’ and *Sinn’ in Ger-
man, in ordinary usage, does not match either the French distinc-
tion between ‘signification’ and ‘sens' or the English distinction
between ‘meaning’ and ‘sense’. It is at least conceivable that by
formulating our question “What is the meaning of ‘meaning’?" in
English rather than in some other language we are influencing,
however slightly, the construction of a theory of semantics. For
semantics, we have said, is the study of meaning; i.e. of what is
covered by the word *meaning’. We have no reason to suppose that
an everyday word like ‘meaning’, any more than an everyday word
like ‘force’ or ‘energy’, can be taken over without refinement or
redefinition for scientific purposes.

I have said that the question “What is the meaning of ‘mean-
ing'?" does not commit us to the presupposition of homogeneity, It
is an important fact about most everyday words that they do not
have a single clearcut meaning or even a set of meanings, each
sharply distinguishable from the others. The word ‘meaning’ itselfis
no exception. It is not surprising, therefore, that there is little
agreement among linguists and philosophers as to the boundaries of
semantics. There are those who take a broad view of semantics, as [
shall do here; there are others who circumseribe the field of seman-
tics much more narrowly.

This is not simply a matter of opting, whether arbitrarily or not,
for a relatively broad or a relatively narrow interpretation of ‘mean-
ing’. As I have just said, the distinguishable senses of the word
‘meaning’ can be seen as shading into one another, Everyone will
agree that certain uses of the term ‘meaning’ are of more central
concern in linguistic semantics than others are. For example, that

(1) What is the meaning of ‘life’?

illustrates a more central use of ‘meaning’ than
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(2) What is the meaning of life?

Or again, that from the point of view of linguistic semantics the use
of the verb ‘mean’ that is found in

(3) The French word 'fenétre’ means “window™
or

(4) The French word ‘fenétre’ means the same as the English
word ‘window’

is more central than that found in
(5) He is clumsy, but he means well

The trouble is that there are intermediate uses of both ‘meaning’
and ‘mean’ about which there is room for disagreement. And some
philosophers have argued that the more obviously linguistic uses,
having to do with the meaning of words, sentences and utterances,
cannot be satisfactorily explained otherwise than by deriving these
obviously lingnistic uses, or senses, from intermediate uses that
seem to apply not only to language, but to other kinds of semiotic
behaviour (cf. 1.5).

I cannot go into this question in the present brief and selective
introduction to linguistic semantics. However, it is important for
anyone who is at all concerned with the structure and functions of
language to realize that there is a rich and complex philosophical
tradition which bears, at several points, on issues that are central to
the study of meaning by linguists. I will continue to use the term
‘meaning’ throughout this book, without definition, as a non-
technical word of everyday English. But I will concentrate upon
certain kinds of meaning or certain aspects of meaning which are
commonly taken to be of particular importance in linguistics and we
shall introduce some more technical terms in order to refer to these,
as the occasion arises,

One obvious distinction to be drawn is between the meaning of
words ~ more precisely, of lexemes — and the meaning of sentences:
between lexical meaning and sentence-meaning. Until recently,
linguists have paid much more attention to lexical meaning than
they have to sentence-meaning, This is no longer so. It is now
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generally recognized that one cannot account for the one without
accounting for the other. The meaning of a sentence depends upon
the meaning of its constituent lexemes (including its phrasal lex-
emes if it contains any: cf, 5.2); and the meaning of some, if not all,
lexemes depends upon the meaning of the sentences in which they
occur. But the grammatical structure of sentences, as is intuitively
obvious and will be demonstrated below, is also relevant to the
determination of their meaning: so we must also reckon with gram-
matical meaning as a further component of sentence-meaning
{cf. 5.3). In so far as linguistics is concerned primarily with the
description of language-systems (cf. 2.6), lexical meaning, gram-
matical meaning and sentence-meaning clearly fall within the scope
of linguistic semantics,

Somewhat more controversial is the status of utterance-meaning,
We have not so far drawn upon the distinction between sentences
and utterances, though it was mentioned in the preceding chapter
(cf. 4.4). The meaning of an utterance includes, but is not exhausted
by, the meaning of the sentence that is uttered. The rest of the
meaning is contributed by a variety of factors that may be referred
to, loosely, as contextual. Many scholars would say that utterance-
meaning falls outside the province of linguistic semantics, as such,
and within that of what has come to be called pragmatics (cf, 5.6).
This is controversial, as we shall see later, because the notion of
sentence-meaning is arguably dependent, both logically and metho-
dologically, upon the notion of utterance-meaning, so that one
cannot give a full account of sentence-meaning without relating
sentences, in principle, to their possible contexts of utterance.

Another set of distinctions has to do with the variety of semiotic,
or communicative, functions that languages are used for. Not
everyone would agree with the proposal made by Wittgenstein, one
of the most influential philosophers of language of his day, that the
meaning of a word or an utterance could frequently be identified
with its use. But there is clearly some kind of connection between
meaning and use. And Wittgenstein's emphasis upon this connee-
tion and upon the multiplicity of purposes that languages fulfil had
the salutary effect of encouraging both philosophers and linguists,
in the 1950s and 1960s, to question, if not always to abandon, the
traditional assumption that the role or basic function of language is

e
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that of communicating propositional, or factual, information. It is
of course undeniable that languages do have what I will refer to as a
descriptive function. It may also be the case that no other semiotic
systems can be used in this'way — for making statements that are
either true or false according to whether the situation that they
purport to describe does or does not obtain. Nevertheless,
languages also have other semiotic functions.

Some of these are systematically related to the descriptive, or
statement-making, function, and correlate, up to a point, with
structural differences among sentences. For example, as has
already been mentioned, the functional differences between state-
ments, questions and commands correlates in many languages with
the structural difference between declarative, interrogative and
imperative sentences. This has long been recognized by philos-
ophers and grammarians. Recently, however, much more atten-
tion has been given to the nature of this correlation. Moreover, it
has been realized that statements, questions and commands are
only a few of the many functionally distinguishable speech-acts,
which are systematically interrelated in various ways. One of the
liveliest controversies of recent years, in both philosophical and
linguistic semantics, has been centred on the question whether
statements are but one class of speech-acts among many, to which
no kind of logical primacy should be accorded, or, alternatively,
constitute that special, and logically basic, class from which all other
speech-acts can, in some sense, be derived. This controversy is still
unresolved; and we shall look at it later (5.4, 5.6).

We can draw a distinction, then, between the descriptive meaning
of statements and the non-descriptive meaning of other kinds of
speech-acts. We can also, for the present at least, identify the
descriptive meaning of an utterance with the proposition that is
asserted in statements and may be presented, though is not
asserted, in other speech-acts, notably in questions. For example,
the following utterances, intended and understood as a statement
and a question respectively:

(6) John gets up late
(7) Does John getup late?

can be said to present, or contain, the same proposition, though
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only (6) asserts it and thereby describes, or purports to describe, a
particular situation. It is the defining property of propositions that
they have a definite truth-value: i.e. they are either true or false.
There is therefore an intrinsic connection between descriptive
meaning and truth. It is this connection, as we shall see later, which
is at the very heart of truth-conditional semantics. Truth-
conditional semantics, in effect, restricts the scope of the term
‘semantics’ so that it covers only descriptive meaning (cf. 5.6).
From what has been said, it will be clear that some utterances at
least may have both a descriptive and a non-descriptive meaning. In
fact, it is arguable that the vast majority of everyday utterances,
whether they are statements or not and, if they are not statements,
whether they have descriptive meaning or not, convey that kind of
non-descriptive meaning which is commonly referred to as express.
ive. The differences between descriptive and expressive meaning is
that the latter, unlike the former, is non-propositional in character
and cannot be explicated in terms of truth, For example, if someone
exclaims Good heavens!, with the stress and intonation indicating
surprise, we can reasonably say that he is (or is not) surprised and
therefore that John is surprised (on the assumption that ‘John’ is his
name) is a true (or false) statement. But it would be absurd to
maintain that Good heavens! describes the speaker’s emotions or
state of mind, as John is surprised does, To do so would be to
commit what some philosophers have referred to as the naturalistic
or descriptivist fallacy. Of course, Good heavens! is a clear case of
what traditional grammar recognized as an exclamation and fre-
quently treated as belonging to a class of utterances distinct from
statements, questions and commands. Furthermore, it is an ex-
clamation which cannot be related to a corresponding statement
with descriptive meaning, unlike, say, Oh Granny, what big teeth
you've got!. But there can be exclamatory statements, exclamatory
questions, exclamatory commands, and so on. In fact, exclamation
is but one way in which a speaker (or writer) expresses, or reveals,
his feelings, attitudes, beliefs and personality. In so far as we
cannot, in the last resort, draw a distinction between a person and
his personality or feelings, it is legitimate to interpret the term
‘self-expression’ literally. Expressive meaning relates to everything
that falls within the scope of ‘self-expression’ and can be sub-
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divided, and has been for particular purposes, in various ways, One
kind of expressive meaning to which both literary critics and moral
philosophers have paid particular attention is emotive (or affective)
meaning.

Somewhat different from expressive meaning — though, as we
shall see, the one merges with the other and they can be seen as
interdependent — is social meaning, This has to do with the use of
language to establish and maintain social roles and social relations.
Much of our everyday discourse has this as its principal purpose and
can be subsumed under the term phatic communion (i.e. “com-
munion by means of speech’). This felicitous expression, coined by
the anthropologist Malinowski in the 1920s and widely employed
by linguists since then, emphasizes the notions of fellowship and
participation in common social rituals: hence ‘communion’ rather
than '‘communication’,

It is not only the most obviously ritualized utterances — greetings,
apologies, toasts, ete. — that have as their primary function that of
oiling the wheels of social intercourse. Looked at from one point of
view, this might be correctly identified as the most basic function
of language, to which all others —including its descriptive function -
are subordinate. Language-behaviour is normally purposive. Even
coldly dispassionate scientific statements, whose associated express-
ive meaning is minimal, usually have as one of their aims that of
winning friends and influencing people. In general, both what is
said and the way in which it is said are determined, most obviously
in everyday conversation, but in any context in which language is
used, by the social relations obtaining among the participants and
their social purposes. We shall look at social meaning more closely
in Chapters ¢ and 10. But the point that has just been made should
be borne in mind throughout the present chapter. Languages vary
as to the degree in which social meaning can or must be conveyed in
sentences of various kinds. It must not be thought, therefore, that
social meaning can be left to the sociolinguist and is of no concern to
the microlinguist whose horizons are fixed by his deliberately
restricted definition of the language-system as a set of sentences
(cf, 2.6),

Many other kinds of meaning can be, and have been, recognized.
Some of these will be mentioned later in this chapter. The trichotomy
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of descriptive, expressive and social meaning will suffice for the
present. It remains to make two general observations in relation
to it. The first is that, since man is a social animal and the structure
of language is determined and maintained by its use in society,
self-expression in general and self-expression by means of language
in particular is very largely controlled by socially imposed and
socially recognized norms of behaviour and categorization. Most of
our attitudes, feelings and beliefs — most of what we think of as the
personality or the self - are the product of our socialization. To this
extent expressive meaning is dependent upon social relations and
social roles. At the same time, what we can identify as self-
expression also serves to establish, maintain or modify these social
roles and relations, This is what I meant when I said earlier that
expressive and social meaning were interdependent.

The second observation is that, whereas descriptive meanin g may
well be unique to language, expressive and social meaning certainly
are not. They are found in other natural semiotic systems, both
human and non-human. It is interesting, at this point, to refer back
to our discussion of the structure of language from a semiotic point
of view (cf. 1.5). We saw there that it is the verbal component of
language-signals that separate them most clearly from other kinds
of human and non-human signals, It may now be pointed out that
expressive and social meaning is conveyed, characteristically
though not exclusively, in the non-verbal component of language,
whereas descriptive meaning is restricted to the verbal component,
However, the functions of languages are no less closely integrated
than are their distinguishable structural components, This rein-
forces what was said earlier about the relation between language
and non-language: whether one stresses the similarities or the dif-
ferences depends very much upon one's personal or professional
point of view. In this chapter we are concerned with linguistic
semantics - i.e. the study of meaning in natural languages, subject
to the further restriction that is involved in the postulation of the
language-system (cf. 2.6), It would be possible to adopt a broader
viewpaoint.

5.2 Lexical meaning: homonymy, polysemy, synonym ¥

Every language contains a vocabulary, or lexicon, which is com-
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plementary to the grammar in that the vocabulary not only lists the
lexemes of the language (indexed by means of their citation-forms
or stem-forms or, in principle, in any other way that distinguishes
one lexeme from another), but associates with each lexeme all the
information that is required by the rules of the grammar. This
grammatical information is of two kinds: (a) syntactic; and (b)
morphological. For example, the English lexeme ‘go’ would have
associated with it in its lexical entry: (a) the information that it
belongs to one or more subclasses of intransitive verbs; and (b) all
the information that is needed, including the stem or stems, for the
selection or construction of its forms (go, goes, going. went, gone).

Mot all lexemes are word-lexemes (i.e. lexemes whose forms are
word-forms). Many of them will be phrasal lexemes (i.e. lexemes
whose forms are phrases, in the traditional sense of this term). For
example, among the phrasal lexemes of English, which we should
expect to find listed in any dictionary of the language are: ‘put up
with’, 'pig in a poke’, ‘red herring’, ‘draw a bow at a venture’, ‘go for
a song’, etc. Phrasal lexemes tend to be either grammatically or
semantically idiomatic, or both; i.e. either their distribution
throughout the sentences of the language or their meaning is unpre-
dictable from the syntactic and semantic properties of their consti-
tuents. Commonly, asisillustrated by ‘red herring’, and possibly by
‘pigin a poke’ and ‘draw a bow at a venture’, phrasal lexemes can be
matched with non-idiomatic phrasal expressions (some or all of
whose forms are identical with those of the corresponding phrasal
lexemes). Such non-idiomatic phrasal expressions are not lexemes:
they are not part of the vocabulary of the language. When a seman-
tically idiomatic phrasal lexeme can be put into correspondence
with a non-idiomatic phrasal expression, it is traditional to say that
the latter has a literal meaning, in contrast with the idiomatic,
metaphorical or figurative meaning of the former.

Mothing further will be said about phrasal lexemes as such or
about the various kinds and degrees of idiomaticity that are found in
language, But we shall come back to the distinction between literal
and figurative meaning, which is sometimes drawn in relation to the
distinguishable meanings of word-lexemes, as well as to those of
corresponding non-lexemic and lexemic phrases. It should be
emphasized here that, although we talk loosely of the vocabulary of
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a language as consisting of the words (i.e. word-lexemes) of that
language, the word-lexemes constitute only a part of the vocabulary
in any natural language. The term ‘lexical meaning’, which is used
as the heading for this section, is to be interpreted as ““the meaning
of lexemes". It may also be mentioned here that, although there are
plenty of clear cases of phrasal lexemes in any language, there are
likely to be at least as many phrasal expressions whose status as
lexemic or non-lexemic is debatable. There is no generally accepted
criterion which would enable us to draw a sharp distinction between
phrasal lexemes, on the one hand, and clichés or fixed collocations,
on the other, This is but one reason why the vocabulary of any
natural language, though finite, is of indeterminate size.
Another reason has to do with the difficulty of distinguishing
between homonymy and polysemy. Traditionally, homonyms are
said to be different words (i.e. lexemes) with the same form. Since
lexemes may have more than one form and it is not uncommon for
lexemes to share one or more, but not all, of their forms (the shared
forms not necessarily including either the citation-form or the base-
form), the traditional definition of homonymy obviously needs
refinement to allow for various kinds of partial homonymy. Any
such refinement would require us to take into account the possi-
bility of non-coincidence between the units of spoken and written
language: i.e. the possibility of there being homophones that are
not homographs, and vice versa (cf. 3.2). However, it is not difficult
to make the necessary adjustments to the traditional definition of
homonymy on the basis of what has been said in earlier chapters;
and I will assume that the reader can do so and supply appropriate
examples from English to illustrate various subtypes of absolute
and partial homonymy. We are not concerned with this aspect of
the problem of distinguishing homonymy from polysemy.
Polysemy (or multiple meaning) is a property of single lexemes;
and this is what differentiates it, in principle, from homonymy. For
example, ‘bank,’ and ‘bank,’ (meaning, respectively, “side of a
river” and “financial institution”) are normally regarded as
homonyms, whereas the noun ‘neck’ is treated in standard dic-
tionaries of English as a single lexeme with several distinguishable
meanings: i.e. as being polysemous. Our notation captures this
distinction between homonymy and polysemy: cf. ‘bank,’ : ‘bank,’,
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each of which may in fact be polysemous; but ‘neck’, whose mean-
ings are roughly “neck,” = “part of the body”, “neck,"” = “part of
shirt or other garment”, “neck,” = “part of bottle”, “neck,” =
“narrow strip of land”, ete. All standard dictionaries respect the
distinction between homonymy and polysemy. But how do they
draw the line between the two?

One criterion is etymological. For example, ‘meal,’, meaning
“repast”, and ‘meal,’, meaning “flour”, are treated as different
lexemes in most dictionaries primarily, if not solely, because they
derive historically from what were non-homonymous lexemes in
Old English. The etymological criterion is irrelevant, as we have
already seen, in synchronic linguistics (cf. 2.5). In any case, though
it may be held by lexicographers to constitute a sufficient condition
for homonymy, difference of origin has never been taken to be a
necessary, or even the most important, condition distinguishing
homonymy from polysemy.

The principal consideration is relatedness of meaning. The sev-
eral meanings of a single polysemous lexeme (e.g. “neck,”,
“neck,"”, “neck,”, etc.) are judged to be related:; if this condition
were not met, the lexicographer would talk of homonymy, rather
than polysemy, and put several different lexical entries in the dic-
tionary (‘neck,’, ‘neck;’, ‘neck,’, etc.). There is a historical dimnen-
sion to relatedness of meaning; and this complicates the issue. For
example, it can be shown that the meaning of ‘pupil,’ (“school-
child”) and ‘pupil,’ (“part of the eyeball”") are historically con-
nected, though they have diverged through time to the point that no
speaker of English would think of them as being synchronically
related. It is synchronic relatedness that we are after.

It is easy to see that, whereas identity of form is a matter of yes or
no, relatedness of meaning is a matter of more or less. For this
reason, the distinction between homonymy and polysemy, though
easy enough to formulate, is difficult to apply with consistency and
reliability.

Some modern treatments of semantics have proposed that one
should simply cut the Gordian knot and postulate homonymy,
rather than polysemy, in every instance. However attractive this
proposal may appear at first sight, it does not really solve the day-
to-day problems that confront the lexicographer. More important,
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it misses the theoretical point. Lexemes do not have a deter-
minate number of distinct meanings. Discreteness in language is a
property of form, not meaning (¢f. 1.5). It is of the essence of
natural languages that lexical meanings shade into one another and
are indefinjtely extensible. The only way of solving, or perhaps
circumventing, the traditional problem of homonymy and polysemy
is by abandoning semantic criteria entirely when it comes to the
definition of the lexeme and relying solely upon syntactic and
morphological criteria. This would have the effect of making
“bank,” and “bank," into two (readily distinguishable) meanings of
the same synchronically polysemous lexeme, Most linguists would
not favour such a radical solution. And yet it is both theoretically
and practically more defensible than the alternative. Perhaps we
should rest content with the fact that the problem of distinguishing
between homonymy and polysemy is, in principle, insoluble,
Meaning, as we saw in the preceding section, can be descriptive,
expressive and social; and many lexemes combine two of these or all
three. If synonymy is defined as identity of meaning, then lexemes
can be said to be completely synonymous (in a certain range of
contexts) if and only if they have the same descriptive, expressive
and social meaning (in the range of contexts in question), They may
be described as absolutely synonymous if and only if they have the
same distribution and are completely synonymous in all their mean-
ings and in all their contexts of occurrence. It is generally recog-
nized that complete synonymy of lexemes is relatively rare in natu-
ral languages and that absolute synonymy, as it is here defined, is
almost non-existent. In fact, absolute synonymy is probably re-
stricted to highly specialized vocabulary that is purely descriptive.
A standard example is ‘caecitis’: ‘typhlitis’ (meaning “inflamma-
tion of the blind gut”"). But how many native speakers of English are
familiar with either of these two words? What tends to happen in
cases like this is that, although a pair, or set, of terms may co-exist
among specialists for a short time, one of them comes to be
accepted as the standard term with the meaning in question. Any
rival that it had either disappears or develops a new meaning. The
same process can be observed in the everyday language with respect
to the vocabulary created for new inventions or institutions: ‘radio’
has almost ousted ‘wireless’, though they co-existed for a while as
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alternatives for many speakers of British English; ‘aerodrome’ (and
‘airfield’) and ‘airport’, on the other hand, now differ in their
descriptive meaning.

It will be noticed that (unlike most writers on semantics) 1 have
drawn a distinction between absolute and complete synonymy. In
my view, it is important to do so. Context-restricted synonymy may
be relatively rare, but it certainly exists. For example, ‘broad’ and
‘wide’ are not absolutely synonymous, since there are contexts in
which only one is normally used and the substitution of one for the
other, if acceptable, might reasonably be held to involve some
difference of meaning (cf. He has broad shoulders, She has a lovely
broad smile, The door was three feet wide). But there are also
contexts in which they appear to be completely synonymous (cf.
They painted a wide/broad stripe right across the wall). The reader is
invited to think of similar examples, in English and other languages,
and to reflect upon them. He will find, I think, that, even when
some difference of meaning definitely exists, it is very difficult to be
sure what that difference is. He will also find that it is not always
clear when there is and when there is not a difference of meaning;
and he may be tempted, as semanticists and prescriptive writers on
correct usage undoubtedly are, to postulate the existence of subtle
nuances differentiating one word from another.

These discoveries are salutary. They reinforce the point made
earlier about the partial indeterminacy of lexical meaning. At the
same time, they also show that much of one’s knowledge of
language, in so far as the language-system is determinate, is beyond
the scope of reliable introspection. As with the grammatical rules of
a language, so with the rules or principles that determine - to the
extent that lexical meaning is determinate — the meaning of words
and phrases. In one sense, we demonstrate that we know them by
our use of the language: they are manifest in language-behaviour
and we can, up to a point reliably, recognize violations of them. In
another sense, we obviously do not know what these rules and
principles are: when asked to identify them, we are hard put to doso
and usually get them wrong.

The problem is complicated by the undoubted existence of what
are popularly referred to as the connotations of lexemes. (There is
also a more technical use of ‘connotation’ in semantics. This does
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not concern us here.) The frequent use of a word or phrase in

oy

range ﬂf contexts rather than another tends to create a -'.

tive about its typical contexts of occurrence. For example, there i
differences of connotation, over and above their difference of d
scriptive meaning, between ‘church’ and ‘chapel’ in England al
Wales. When the difference is as clear as this, a question like
they church or chapel? has a fairly straightforward interpretatiol
Very often, however, the connotations are less readily identifiabl
And yet they are real enough, for particular groups of speake
least; and they are exploite::l notably by orators and pm:ts. buﬁ.

interpretation we are prepared to assign to ‘meaning’. Frequcn ' |
but not always, what are referred to as the connotatmns
a lexeme would fall within the scope of expressive or socis
meamng
Incomplete synonymy is by no means rare. In particular—andt is
is perhaps the only such case of identity of one kind of meaning, but
not of others, that is clearly and usefully recognizable as such s
lexemes may be descriptively synonymous without having the same
expressive or social meaning. Descriptive synonymy (commonls
called cognitive or referential synonymy) is what many semanticisty
would regard as synonymy properly so called. Examples of descﬂ[i:-
tive synonyms in English are: ‘father’, ‘dad’, ‘daddy’, ‘pop’, ete.}
‘lavatory', ‘toilet’, ‘loo’, ‘WC", etc. Both of these sets of descriptive
synonyms exemplify the fact that not all speakers of a language will
necessarily use, though they may well understand, all members ofa
set of synonyms; and the second example, more strikingly than the
first, illustrates the further fact that there may be social taboos
operative within the language-community, such that the use of
particular words indicates membership of particular groups within
the community. Some years ago the distinction between so-called U
and non-U vocabulary (*U’ standing for ‘upper-class’) was the
subject of everyday conversation in Britain — the distinction having
been popularized, though not invented, by Nancy Mitford. It was,
and still is (though the terms ‘U’ and ‘non-U' are now dated) a
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sensitive issue, especially for the members of the genteel middle
classes.

The role played by social taboos in language-behaviour is some-
thing that falls within the scope of sociolinguistics. It is mentioned
here because they do affect the expressive and social meanings of
lexemes. One may no longer lay oneself open to the risk of prosecu-
tion if one uses one of the so-called four-letter words, but there are
still differences of social and expressive meaning which distinguish,
say, ‘prick’ or ‘cock’ from ‘penis’; and *breast’ or 'tit’ from ‘bosom’
or ‘bust’, Diachronic investigations of the vocabulary have shown
how important a factor euphemism - the avoidance of tabooed
words — has been in changing the descriptive meaning of words.
This implies synchronic interdependence, for a time, of both
descriptive and non-descriptive meaning.

Finally, a word should be said about synonymy between lexemes
belonging to different languages. Even descriptive synonymy across
languages is far less common, except in the more or less specialized
subparts of their vocabularies, than bilingual dictionaries encour-
age us to believe. It would be absurd to maintain that there is no
such thing as inter-language (or indeed inter-dialect) synonymy. On
the other hand, we must recognize that word-for-word translation is
generally impossible between any two natural languages. The
theoretical importance of this fact is something that will occupy us

later.

5.3 Lexical meaning: sense and denotation

In this section we shall be concerned solely with descriptive mean-
ing. This involves at least two distinguishable components: sense
and denotation. The terms are taken from philosophy, rather than
linguistics. Until recently, linguists have tended not to be concerned
with the philosophical issues that have led to a recognition of the
distinctions that are to be explained here. Philosophers, for their
part, have not always been concerned, as linguists must be, with the
full range of human languages and with structural differences
among them which are relevant to the formulation of the distinc-
tions in question. It must also be acknowledged that the terms
‘sense’ and ‘denotation’ have been used differently by other lin-
guists and philosophers. I will not go into these differences, but will
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simply present my own view of the issues involved. Thisis in certain
respects controversial. So too is every alternative — and there are
many — represented in the long history of philosophical semantics,

It is obvious that some lexemes, if not all, are related both t
other lexemes in the same language (e.g. ‘cow’ is related to ‘an
mal’, ‘bull’, ‘calf’, etc.) and to entities, properties, situations, rela-
tions, ete., in the outside world (e.g. ‘cow’ is related to a particular
class of animals). We will say that a lexeme which is related (in t
relevant way) to other lexemesis related to them in sense: and th
lexeme which is related (in the relevant way) to the outside world is
related by means of denotation. For example, ‘cow’, ‘animal’, ‘bull’,
‘calf’, etc., and ‘red’, ‘green’, ‘blue’, ete., and ‘get’, ‘obtain’, ‘bor-
row’, ‘buy’, ‘steal’, etc., constitute sets of lexemes within which'
there hold sense-relations of various kinds. ‘Cow’ denotes a class of
entities which is a proper subelass of the class of entities denoted b
‘animal’; which differ from the class of entities denoted by ‘bull’ (or
‘horse’, or ‘tree’, or ‘gate’); which intersects with the class denate'ﬂ:
by ‘calf’; and so on. i

It is clear that sense and denotation are interdependent. And if
the relationship between words and things - or between language
and the world — were as direct and as uniform as it has often been
supposed to be, we could readily take either sense or denotation to
be basic and define the other in terms of it. For example, we might
take the view that denotation is basic: that words are names, or
labels, for classes of entities (such as cows, or animals) which exist
in the world, external to language and independently of it; and that
learning the descriptive meaning of lexemes is simply a matter of
learning what labels to assign to each class of entities. This view was
made explicit in the traditional realist doctrine of natural kinds (i.e.
natural classes and natural substances), and it lies behind much
modern philosophical semantics in the empiricist vein. Alterna-
tively, we might take the view that sense is basic: we might argue
that, whether or not there are any natural kinds (i.e. language-
independent groupings of entities), the denotation of a lexeme is
determined by its sense and that it is, in principle, possible to know
the sense of a lexeme without knowing its denotation. This view.
might commend itself to a rationalist - i.e. to someone who, in
contrast with the empiricist, holds that reason, rather than sensory.

e ———
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experience is the source of knowledge (cf, 2.2). It could be justified,
philosophically, by means of the traditional identification of the
meaning (i.e. the sense) of a word with the associated idea, or
mental concept (cf. 5.1).

All that needs to be said here is that each of the simple, clearcut
alternatives presented in the preceding paragraph runs into in-
superable philosophical difficulties. There are more sophisticated
ways of defending the logical or psychological priority of either
sense or denotation. But they need not concern us. What the
linguist must emphasize are the following two facts: first, that most
lexemes in all human languages do not denote natural kinds;
second, that human languages are, to a very considerable extent,
lexically non-isomorphic (i.e. they differ in lexical structure) with
respect to sense and denotation. Let us take each point in turn.

Some lexemes, in English and other languages, do indeed denote
natural kinds (e.g. biological species and physical substances):
‘cow’, ‘man’, ‘gold’, ‘lemon’, etc. The vast majority do not.
Furthermore, and this is the crucial point, lexemes that denote
natural kinds do so incidentally and indirectly, as it were. It is in
general the culturally important distinctions among classes of en-
tities and more or less homogeneous aggregates of matter, such as
water, rock or gold, that determine the lexical structure of lan-
guages; and these may or may not coincide with natural boundaries.
For example, according to Bloomfield, who had strong empiricist
prejudices, the English word ‘salt’ ordinarily denotes sodium chlor-
ide (NaCl). Granted that this is its denotation, if not the whole ofits
meaning, and that sodium chloride is a naturally occurring sub-
stance, it is only because salt has a distinctive role to play in our
culture (and because we frequently have occasion to refer to it)
that the word ‘salt’ has the denotation that it does have. The fact
that ‘salt’ denotes a natural substance is a linguistically irrelevant
consideration,

As to lexical non-isomorphism: the most superficial examination
of the vocabularies of human languages quickly reveals that lex-
emes in one language tend not to have the same denotation as
lexemes in another language. For example, the Latin word ‘mus’
denotes both rats and mice (not to mention some other species of
rodents); the French word ‘singe’ denotes both apes and monkeys;
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and so on, There are, of course, many examples of denotational
equivalence between languages. Some of these result, diachronicallyy
from cultural diffusion. Others are to be explained by the .
stancy, across cultures, of certain human needs and interests.
tively few can be attributed to the structure of the physical worl
as such. We shall have more to say on this topic in Chapter 10,

Many linguists have been attracted, in recent years, by the
called componential analysis of sense and, more particularly, by he
view that the senses of all lexemes in all languages are complexes of
universal atomic concepts, comparable with the allegedly unive
features of phonology (cf. 3.5). It is now apparent, however, th;
very few of the sense-components that are commonly invoked in
this connection are truly universal; and furthermore that relatively
few lexemes are plausible candidates for componential analysis. At
most, we can represent some of the sense of some lexemes in terms
of what might well be universal sense-components. For example, on
the reasonable assumption that [HUMAN], [FEMALE] and perhaps
also [apuLt] are universal components of sense, “woman” can be
analysed as the set {[Human], [FEMaLE], [aDULT]}, “man” as
{[HuMAN], [NON-FEMALE], [ADULT]}, “girl” as {[HUMAN], [FEMALE],
[Non-aDULT]} and “boy” as {[HUMAN], [NON-FEMALE], [NON-
apuLt]}. A little reflection will show that this analysis leaves unex-
plained the fact that the relation between “girl” and “woman", in
most contexts, differs from the relation that holds between “boy"
and “man’.

It was pointed out earlier, in the discussion of polysemy, that
relatedness of meaning is a matter of degree. This holds true with
respect to that part of descriptive meaning which is here called
sense. But we can none the less usefully recognize different kinds of
sense-relations in the vocabularies of all human languages. In par-
ucular, we can recognize what is traditionally called antonymy (or
oppositeness of sense) and what is nowadays commonly referred to
as hyponymy. Actually, there are several distinguishable kinds of
oppositeness of sense (cf. ‘single’: ‘married’, ‘good’: ‘bad’, ‘hus-
band’: ‘wife’, ‘above’ : ‘below’, etc.): ‘antonymy’ can be given a
broader or narrower interpretation. Some authors have even ex-
tended it to cover all kinds of incompatibility of sense, saying that,
for example, ‘red’, ‘blue’, ‘white’, etc., are antonyms. Whatever
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terms we use and however broadly or narrowly we define ‘anto-
nymy’, the theoretically important point is that incompatibility, and
more especially oppositeness of sense, is one of the basic structural
relations in the vocabularies of human languages. Equally basic is
hyponymy (the term is recent, but what it refers to has long been
recognized by lexicographers, logicians and linguists): the relation
that holds between a more specific and a more general lexeme
(between ‘tulip’, ‘rose’, etc., and ‘lower’; between ‘honesty’,
‘chastity’, etc., and ‘virtue'; and so on).

Antonymy and hyponymy are substitutional relations of sense.
No less important are the many syntagmatic relations that hold
between lexemes (cf. 3.6): between ‘eat’ and ‘food’; between
‘hlond’ and ‘hair’; between ‘kick’ and ‘foot’; and so on, Taken
together, the substitutional and syntagmatic sense-relations {of
various kinds) give to particular lexical fields their particular seman-
tic structure. It is often possible to identify lexical fields across
languages (e.g. the field of colour, of kinship, of furniture, of food)
and to demonstrate that the fields are non-isomorphic. A very
considerable amount of semantic research in recent years has been
puided by the principle that the sense of a lexeme is determined by
the network of substitutional and syntagmatic relations that hold
between the lexeme in question and its neighbours in the same
lexical field. The theoretical pronouncements of the so-called field-
theorists (like those of the practitioners of componential analysis)
have often been highly implausible or philosophically controversial.
But the empirical results that they and their followers have ob-
tained have immeasurably improved our understanding of lexical
structure.

Especially important was their insistence upon the logical priority
of structural relations in the determination of the sense of a lexeme.
Instead of saying that two lexemes are (descriptively) synonymous
hecause each has such and such a sense and the two senses happen
to be identical, they would say that the synonymy of lexemes is part
of their sense. Similarly for antonymy and hyponymy; and for the
whole set of relevant substitutional and syntagmatic sense-
relations. To know the sense of a lexeme is to know what these
several sense-relations are.

This statement, as we shall see in the following sections, requires




150 Semantics

supplementation, Not only lexemes, but larger expressions coms
posed of more than one lexeme, may have sense. Exactly the same
substitutional and syntagmatic relations may hold between a lexs
eme and a more complex, non-lexemic, expression, or between t
more complex expressions, as hold between lexemes. It seem
reasonable to say that knowing the sense of a lexeme also involves
knowing how it is related to the relevant non-lexemic expressions:
knowing, for example, that ‘spinster’ has the same sense as ‘unmars
ried woman’' (or perhaps ‘woman who has never been married’),
Obviously, one cannot have this additional knowledge without
also knowing the grammatical rules of the language and what
contribution, if any, they make to the sense of syntactically complex
expressions. It was one of the deficiencies of much earlier work in’
semantics that it not only restricted itself to lexical structure but
failed to appreciate that the sense of lexemes could not be properly
described without also accounting for the sense-relations that hold
between lexemes and more complex expressions.

5.4 Semantics and grammar

The meaning of a sentence is the product of both lexical and
grammatical meaning: i.e. of the meaning of the constituent lex-
emes and of the grammatical constructions that relate one lexeme,
syntagmatically, to another (cf. 5.1). The terms ‘grammar’ and
‘grammatical’, it will be recalled, are being employed in the narrow
sense throughout this book (cf. 4.1).

That there is such a thing as grammatical meaning becomes clear
if we compare pairs of sentences such as the following:

(1) The dog bit the postman
(2) The postman bit the dog

These two sentences differ in meaning. But this difference cannot

be attributed to any of the constituent lexemes, as can the dif-
ference between (1) and

(3) The dog bit the journalist

or between (2) and

(4) The postman pacified the dog
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The semantic difference between (1) andt (2) is trat:iitiunally;ex-
plained by saying that in (1) ‘the dog’ is the ﬁub;lect and ‘the
postman’ is the object, whereas in (2) these grammatical roles are
Iu’?l:zes;mantic difference between (1) and (2) is a difference F:f
descriptive meaning: it can be accounted for, aswe shgﬂ see Iatall', in
terms of their truth-conditions (cf. 5.6). Gramma?mal meaning,
however, is not necessarily descriptive. Corresponding declarative
and interrogative sentences, such as (1) and

(5) Did the dog bite the postman?

might reasonably be said to have the same deﬁcn’.pti\r? mearlmin 8 but
to differ on some other dimension. What this other dimension is we
will discuss in the section devoted to the relation bﬂtwet‘:l‘l se:ntenues
and utterances (5.5). A case can be made for subsuming it under
expressive and social meaning. And there are many s::ithf:rlgramma-
tical differences between sentences which correlate with differences
-descriptive meaning.
Df‘:"lg:l eizsrflp}:;. wurd-crdegr serves an expressive function in Imanyf
Janguages. So too, in certain circumstances, dute,s the selection o
one mood rather than another (e.g. a subjunctive rather than an
indicative in particular constructions, in French, German and Span-
ish). As for social meaning, it is wal?-kn?wn that most E._ump-cnn
languages, though not $tandard English, impose upon t}'tf::r :.mers f]_
distinction between two pronouns of address [l?rench1 n‘x :1vuus -
German ‘du’: ‘Sie’; Spanish ‘td’: usted’; R};ssnar? ‘ty! vy Eu.:‘]
and that the use of one or the other is determined, in part, by social
roles and relationships (cf. 10.4). The use ot one pronoun n%ther
than another correlates in each case with a -::ltfferer.me of e1the:r
number (singular vs. plural) or person (sem?-nd vs. third); and this
grammatical difference may be the sole s:hfferenml.- b-f:twelen two
sentences with the same descriptive meaning. Thereis alsor in many
languages, the so-called royal first-person plural. This is ex-
emplified, in English, by

(6) We have enjoyed ourself
which differs in descriptive meaning from

(7) We have enjoyed ourselves
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and, as Queen Victoria has made us all aware (cf. We are ng
arnused), from

(8) I have enjoyed myself

in either social or expressive meaning. More will be said about the
conveyance of social and expressive meaning in later chapters
Here I am concerned to make the general point that the difference
between lexical and grammatical meaning does not coincide wi h
the leeFence between descriptive and non-descriptive mcaning;i '
The ﬁlﬁerenoe between lexical and grammatical meaning de~
pmjda, in principle, upon the difference between the vocabulary (or
lexicon) .and the grammar, So far we have been operating under the
assumptmn that this difference is clearcut. But it is not. Linguishf I'
sometimes draw a distinction between full words, belonging to tlm:
major parts of speech (nouns, verbs, adjectives and adverbs), and
so-!.:alled function words of various kinds, including the dei,inim:
article ( the), prepositions ( of, at, for, etc.), conjunctions (and, but
etc.]T the negative particle (nor) - to illustrate the distinction ,fmn;
English, It is the characteristic of such function words that the
belong to classes of small membership and that their distributim::
tends to be very strongly determined by the syntactic rules of the
langm?ge. And very often they play the same role as'inﬂectinnal
varmt!on does in other languages. For example, for in for three
dt? Vs, in contrast with in in in three days, is semantically comparable
with Ih:ﬂ use of the accusative rather than the ablative case in Latin
(tres dies : tribus diebus). It is generally accepted that the function
words are less fully lexical than are nouns, verbs, adjectives and
mﬂ:st adverbs, and furthermore that some function words are more
Ia_axlcal in character than others, In the limiting case, where a func-
tion w-_:lrd cannot but occur in a given syntactic construction, it has
no lexical meaning at all: cf. to in He wants to go, or of irll three
p:om:dr of butter. But between the limiting case of purely gramma-
tical words, without lexical meaning, and full lexemes at the other
extreme, there are many subclasses of function words, which, with-
out being full lexemes, contribute some measure of Ie;cical méaning
to the sentences in which they occur. What is referred to here as the
difference between full words and function words is matched in a
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morpheme-based grammar by the difference between lexical and
grammatical morphemes (cf. 4.3).

Subject to what has just been said about the difficulty of drawing
a sharp distinction between the grammar of a language and its
vocabulary, it may be affirmed, as an important theoretical point,
that what is lexicalized in one language may be grammaticalized in
another language. For example, the lexical distinction between
il and ‘die’ in English (which also correlates with a grammatical
difference of valency: cf. 4.4) is matched in many other languages
by the grammatical distinction between a causative verb and a
corresponding non-causative verb. Or again, what some languages
can convey by means of the grammatical category of tense (e.g. past
vs. present) other languages, without tense, must convey by means
of lexemes meaning, say, “in the past” vs. “now”, These two
examples, however, illustrate a further point that must be made in
qualification of the principle that the same semantic distinction may
be either lexicalized or grammaticalized.

As we have already seen, the meaning of lexemes tendstobe,toa
greater or less degree, indeterminate (cf. 5.2). But the meaning
associated with distinctions within such grammatical categories
as causativity, tense, mood, etc., is even more indeterminate.
Consequently, it is often very difficult to decide whether a lexical
distinction in one language is the exact semantic equivalent of a
grammatical distinction in a different language. The causative
forms of the Turkish verb ‘olmek’ (“to die”) would commonly be
used to translate the English verb ‘kill', But one might argue that
they do not have exactly the same meaning, as one might argue that
the lexically complex English expression ‘cause to die’ differs in
meaning from the lexeme ‘kill'. As for tense, it is significant that
no one has yet succeeded in giving a satisfactory account of the
meaning of the tenses (traditionally identified by means of such
terms as ‘past’, ‘present’, ‘future’) in English or any well-studied
language. And tense is, of all the traditional grammatical categories,
the one which seems to be, at first sight, the most easily definable
from a semantic point of view. It was mentioned earlier that there is
undoubtedly a semantic basis for the distinction between the parts
of speech and the grammatical categories (cf. 4.3). .

In accepting that this is so, we must also acknowledge that the
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nature .nf the correlation between grammatical structure and
scm:?ntlc structure is, in this respect, extremely difficult to make;
precise. Generally speaking, the more a particular language is
studied, the more complex this correlation appears to be, It isgw El’l'
to heftr this point in mind when one is reading accuuﬁts of t;&'
meaning of grammatical categories in less well-studied languages :
Aln-fc?st all the traditional labels for the grammatical categnriegs ir;
familiar European languages are misleadingly precise: the past
tense does not necessarily refer to past time; the singular is ups:ﬂd.
much more widely than the term suggests; the imperative is
employed in many constructions that have nothing to do with givin
Grderls; and so on. There is no reason to believe that the situation ig
any different with respect to the labels employed by linguists in the
grammatical description of other languages.

Let us now turn briefly to another aspect of the relation between
S:EI'I‘I:EH[ICS and grammar: the question of meaningfulness and gram-
maticality. It has already been said that these two properties of
Sentenlces must not be identified (cf. 4.2). As often, it is far easier to
pl‘DClﬂ.llm a general principle than it is to apply it. There are several
cnmphca?ing factors. One is that not everything is a matter of
gram_mat;cal rule that appears to be such at first sight, For example
English, contrary te what is usually said to be the case d{:esFlIm;
hsnlre the grammatical category of gender. What is cnm;ncmlj,r de-
scribed as gender agreement in English depends solely, as far as
ref&rence to adult human beings is concerned, upon the ;ex that is
ascrlhej:l to the referent (i.e. to the entity being referred to: cf. 5.5)
at the time of utterance by the speaker. (The actual, real-life slex-nf
the referent Iis, in principle, irrelevant. If I mistal:::c a man for a
woman, or vice versa, and use the wrong pronoun in referring to

{(9) My brother had a pain in her stomach

might seem to run counter to what has just been said about so-called
gender agreement. But (g) is neither syntactically nor semantically
anc_-ma]nus. For example, if X is known (or, strictly speaking
believed) by Y to be a girl and is playing the role of Y's brother m;
stage, then (g9) would be a perfectly acceptable sentence for Y to
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utter. (Arguably, it would differ in meaning from My brother had a
pain in his stomach said in similar circumstances. But thatis another
matter.) It might also be appropriate for Y to utter (g) if X had
changed sex: questions of tact, of Y's acceptance of the situation,
etc., would presumably determine the appropriateness or non-
appropriateness of (9) and differently for different people. On the

other hand,
(10) He had a pain in her stomach

is undoubtedly anomalous. But it violates none of the purely syntac-
tic rules of English. Indeed, one might reasonably argue that it is
also a semantically well-formed sentence; and that what is odd
about (10) is that, on the assumption that he and her refer to the
same person, its utterance would imply inconsistency (or a change
of mind in the course of utterance) on the part of the speaker. There
is a further important issue that comes up here — the difference
between semantic well-formedness and contextual appropriate-
ness: we shall come back to this in our discussion of the relation
between sentence-meaning and utterance-meaning. Only one ex-
ample has been given to illustrate the point that word-strings which
are commonly said to violate the grammatical rules of a language
may be, in fact, both grammatically and semantically well-formed
sentences. Indefinitely many other ex amples could be given, includ-
ing several taken from recent works on semantics and grammar,
whose authors have been rather hasty in their assignment of the
label ‘ungrammatical’ to the word-strings they cite.

Another complicating factor has to do with the problem of decid-
ing whether a particular anomalous collocation (i.e. grammatically
connected combination of lexemes) is anomalous by virtue of the
meaning of the constituent lexemes and of the grammatical con-
struction which brings them together or for some other reason. For
example, ‘the blond(-haired) boy' and ‘the bay(-coloured) horse’
are normal collocations, whereas ‘the blond horse’ and ‘the
bay(-haired, -coloured) boy' are not. Is this because of the meaning
— more particularly, of the sense and denotation — of ‘bay” and
‘blond’? Even if a person’s hair were of exactly the same reddish-
brown colour as the coatof a bay horse, we would surely not use the
lexeme ‘bay’ descriptively either of him or of his hair. Conversely, if
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a horse’s head-hair or coat exactly matched the colour of a blond
person’s hair, we would still be reluctant to predicate the adjective
‘blond’ of the horse in question. The point is that there are very
many lexemes in all languages whose meaning cannot be mnsidered:
to be totally independent of the collocations in which they most
characteristically occur. In the last resort, the distinction betweena
collocational tendency and a grammatical rule is impossible to draw
other than arbitrarily,
. Fir!ally, there is the general problem, which has much exercised
Imgu!sts recently and has puzzled philosophers for far longer, of
drawing the boundary between the linguistic and nunalingui;tic
determinants of grammaticality. This problem is often formulated
by thluse who subscribe to the tenets of generativism, in terms u;
drawing a boundary between knowledge of the language and knowl-
edge of the world or, in what is arguably a misuse of the useful
technical distinction, between competence and performance (cf
?'4.]' For example, we may assume that the following wmd-string.
(with an appropriate prosodic contour superimposed upon it)

(11) The President of the United States has just elapsed

would be judged to be nonsensical by the vast majority of speakers
of ]?nglish, Butisit grammatically ill-formed? If so, its un grammati-
cality is readily explicated in terms of the valency of ‘elapse’. The
?erb ‘e.lapse‘, we might say, is one of a particular subclass of
intransitive verbs whose subject must contain a noun belonging to
the set {‘year’, ‘month’, ‘day’, ‘century’, . . .}.

And yet if (11) violates this putative syntactic rule and is there-
fore not & grammatical sentence of English,

(12) Three presidents have elapsed and nothing has changed

must also be a non-sentence. But (12) is surely not uninterpretable
Of course, it might be argued that in order to interpret it — to n‘lakf.':
sense of it — we have to take either ‘president’ or ‘elapse’ in some
mfn-llteral, or transferred, meaning. The most obvious interpret-
ﬂ!iﬂﬂ,‘ perhaps, is that which involves taking ‘president’ as meaning
“presidency” (cf. three presidents later, etc.). This would be referred
to as either synecdoche or metonymy by a traditionally minded
grammarian. The terms are little used nowadays; and the elaborate
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framework of the so-called figures of speech (like the traditional
classification of the parts of speech) is open to all sorts of detailed
criticism. The point is that the very fact that we can so readily
interpret (12) depends upon our understanding of the inter-
dependence of the meaning of ‘elapse’ and its grammatical valency.
Whether (11) and (12) are grammatical or ungrammatical is not so
much a matter of fact as of theoretical or methodological decision.
Tfwe decide to count them as grammatical, we can still explain their
anomalous status and the possibility of interpreting (12) more
readily than (11) on semantic grounds.

The way in which the grammatical structure of particular
languages and of language in general relates to the world is a
genuinely troublesome philosophical question, We will come back
to it in Chapter 10. It has been mentioned here because of its
implications for the relation between semantics and grammar.
Generally speaking, linguists have been inclined to talk rather too
confidently in recent years about the distinction between linguistic
and non-linguistic knowledge. Many word-strings are classified as
ungrammatical whose status is, to say the least, debatable. Others
are said to be, like (11) and (12), literally meaningless and perhaps
also ungrammatical: these are the theoretically interesting ex-
amples. But very many word-strings have been cited in articles and
textbooks which, despite what is said about them by their authors,
are unquestionably both grammatical and semantically well-
formed.

We started this section by saying that the meaning of a sentence is
the product of both lexical and grammatical meaning. We have now
seen that, although there is a distinction between these two kinds of
meaning in clear cases, the boundary between them is not always as
easy to identify as we might like it to be. We have also seen that the
distinction between the meaningfulness and the grammaticality of
sentences is, for various reasons, far from sharp. Let us now look
more closely at the notion of sentence-meaning.

5.5 Sentence-meaning and utlerance-meaning

The first thing that must be done is to draw a distinction between the
meaning of sentences and the meaning of utterances, Many lin-
guists and logicians, who operate with a narrower interpretation of
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‘semantics’ than is traditional in linguistics and has been adopted in
this book, would say that. whereas sentence-meaning falls within
the scope of semantics, the investigation of utterance-meaning is
part of pragmatics (cf. 5.6). Chomskyan generativists tend to iden-
tify both the sentence/utterance distinction and the semantics/prag-
matics distinction with competence/performance (cf. 7.4).
It is generally agreed by those who distinguish sentences and
utterances that the former, unlike the latter, are abstract entities
which are context-independent, in the sense that they are not tied to
any particular time and place: they are units of the language-system
to which they belong. As far as it goes, this is unobjectionable.
Unfortunately, the term ‘utterance’ (like many other grammatically
comparable words of English) is ambiguous: it can be used to refer
to an act or to the product of that act: i.e. to a bit of language-
behaviour or to the interpretable signal that is produced by the bit
of behaviour in question and passes from sender to receiver along
some channel of communication (cf. 1.5). No one would confuse
sentences with acts of utterance. But it is quite easy to identify
sentences, whether inadvertently or not, with what is uttered. In-
deed, there is a perfectly normal sense of the term ‘sentence’ in
which we do this regularly in our everyday references to language.
For example, we might say that the first paragraph of this section is
composed of three sentences. In this sense of ‘sentence’, sentences
are either utterances (the term ‘utterance’ is intended to cover both
spoken and written language) or connected parts of a single utter-
ance. And in this sense of 'sentence’ - i.e. the sense in which a
sentence is what is uttered — sentences are obviously to a greater or
less degree, context-dependent. But they are also repeatable at
different times and in different places. Context-dependence does
not therefore imply spatio-temporal uniqueness; and abstractness,
in the sense of not being tied to any particular time and place, does
not imply complete contextual independence,
There is the further point that many, and perhaps most, utter-
ances (i.e. utterance-products) of everyday conversation are not full
sentences, but are in one way or another elliptical. For example,

(1) Next Friday, if I can manage it
{2) How about Peter's?
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(3) You'll just have to, won't you?

are typical of what most linguists, like the traditional grammarim:.,
would describe as incomplete, or elliptical, sentences. And their
meaning is the same as that of the full sentences from which they can
be said to be derived on particular occasions of utterance.

We shall not go into the problems of relating the sentences of a
language-system to actual and pote ntial utterances. Due allowances
being made for the complexities mentioned above, we can say that
utterance-meaning is the product of sente nee-meaning and context.
In general, the meaning of an utterance will be l'iC‘h{El' tha}-l the
meaning of the sentence (or sentences) from which it is derived.

At the same time, it must be appreciated that the native speakers

of a language have no access, as far as we know, to the meaning of
the decontextualized, abstract, units of the language-system that
the linguist calls sentences, Indeed, sentences, in this sense of Ithe
term, may have no psychological validity at all; they are theoretical
constructs of linguistics, and more specifically of general gramma-
tical theory. When we put to native speakers what we call sentences
and test their reactions (““Is the following sentence acceptable?”,
“Duoes this (sentence) mean the same as that (sentence)?”, e,“f'}‘
what we are really doing is asking them to give judgement, intuitive
or reasoned, on potential utterances. We can, as linguists, draw a
distinction between sentence-meaning and utterance-meaning by
abstracting from the former, and attributing to the non-sentential
part of the latter, everything that has to do with particular contexts
of utterance: the beliefs and attitudes of particular persons, re-
ference to particular entities in the environment, conventions of
politeness operative among particular groups, and so on. But t.hera
is no reason to suppose that speakers of a language can do this by
virtue of their linguistic competence. Linguistic competence — in
either of the two senses: “competence in a language™ and “‘com-
petence for language” — is always performance-orientated.

We have already seen that particular kinds of sentences are
related to particular kinds of utterances: declarative sentences to
statements, interrogative sentences to questions, etc. The nature of
this relationship was explained by invoking the notion of char:u:ter-
istic use. It was, and must be, acknowledged that on any given
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occasion a speaker may use a sentence, uncharacteristically,
mean something different from, or in addition to, what it is cha

between the meaning of a sentence and its characteristic use. F
example, some declarative sentences may be used, indirectly, to a
questions, to issue commands, to make promises, to express the
speaker’s feelings, etc. But if sentences with the particular gramma-
tical structure that we call declarative were not felt to be associat
by speakers of the language with the speech-act of making states
ments — this associative link between grammatical form and com-
municative function being established and maintained by regular
use — the sentences in question would not be called declarative,
Furthermore, an uncharacteristic use of a sentence is generallﬁ

explicable on the basis of its characteristic use. To take a famous
example:

{4) It's cold in here

has the grammatical form of a declarative sentence but might well

be used, in the appropriate circumstances, uncharacteristically and
indirectly, instead of

(5) Close the window (please)!

in order to get the addressee to do something: i.e. asa directive. Itis
because (4) is characteristically uséd to make a statement, which the
addressee can interpret and from which, in the light of the relevant
contextual factors, he can draw conclusions, that it can also be used,
on occasion, uncharacteristically and indirectly.

It must be emphasized that ‘characteristically’ does not mean
“most frequently”; also that the notion of characteristic use relates,
in principle, not to individual sentences, but to whole classes of
sentences with the same grammatical structure. Very many sen-
tences are used uncharacteristically and indirectly with great fre-
quency in everyday language-behaviour. For example,

(6) Can you tell me the time?
is more likely to be uttered as a request than a question. If the

addressee responded by saying Yes without proceeding to comply
with the request and then tried to defend himself against the charge
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of rudeness or unco-operative behaviour by arguing that he had
answered the question, he could reasonably be accused ?f literal-
ism. He has taken the utterance, inappropriately, in its litere.ﬂ
meaning: i.e. in the meaning that is determined by the characteristic
use of sentences with a certain grammatical structure (thereby
defined to be interrogative). .
The very fact that literalism exists as an identiﬁalble (and scn::a_ll}r
reprehensible) phenomenon = Iinguisfts and phﬂosuphe;rs being
occupationally prone to it! - is justification for the postulation ct: th_c
theoretically defined notions of characteristic and uncharacteristic
use, on the one hand, and of direct and indirect speech-acts, on the
other. But these are theoretical notions. Itis notto be supposed that
on each and every occasion of what is, in this specialized sense, an
uncharacteristic use of a sentence the addressee must perform a
step-by-step deduction of its intended indirect, or non-literal,
meaning on-the basis of its direct, or literal, meaning. There are
degrees of indirectness: e.g. (4) is more indirect than (6) as a
request and would require more contextual support to be ialfen as
such. And many sentences are, in whole or in part, conventional-
ized in their intended indirect meaning. For example, Can you. . . ?
and Would you mind . . . ? (in contrast with the more or less
synonymous Are you ableto. . . ?and Would ittroubleyouto. . . 7)
are highly conventionalized in their use in requests. ;
The point that has been made about the intrinsic :mfmectmlm
between the meaning of a sentence and its characteristic use in
utterances may be generalized. A distinction is commonly drawn
between the inherent meaning of an expression and what the
speaker uses the expression to mean. (In fact, there are several
related distinctions involving interconnected senses of the term
‘meaning’ that have been discussed by philﬂsophf:rs. But thlis one
will suffice for the present purpose.) On any given occasion, 2
speaker might use an expression to mean something different fr::-m
the meaning that it has by virtue of its lexical and grammatical
meaning. But he cannot always do this. Nor is he fn::a to use an
expression with any meaning that he chooses to give to it. Unless he
has come to some prior agreement with the addressee about the
intended interpretation of an expression, what he means h;l.r it must
be systematically related to its inherent meaning. And its inherent

I —
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meaning is determined by its characteristic use. Although we may
reject the straightforward identification of meaning and use, for the
same reason that we reject the identification of sentence-meaning
and utterance-meaning, we may yet wish to maintain that the
meaning of expressions and sentences is anchored by their charac-
teristic use. This being so, semantics in the narrow sense is not
logically prior to pragmatics. The two are interdependent.

To conclude this section, something must be said about reference
and deixis, and about their contribution to utterance-meaning,
Reference, like denotation, is a relation which holds between ex-
pressions and entities, properties or situations in the outside world
(ef. 5.3). But there is an important difference between denotation
and reference: the latter, unlike the former, is bound to the context
of utterance. For example, the expression ‘that cow’ may be used,
in the appropiiate context, to refer to a particular cow — its referent.
It may be used in different contexts to refer to different cows, its
reference on any particular occasion being determined partly by its
inherent meaning (including the denotation of ‘cow’) and partly by
the context in which it is uttered. The vast majority of referring
expressions in natural languages are context-dependent in one way
or another. Not even proper names have a unique, context-
independent reference; and this fact is all too often forgotten.

The context-dependence of most referring expressions has the
semantically important consequence that the proposition conveyed
by the utterance of a sentence tends to vary with the context of
utterance. For example,

(7) My friend has just arrived

can be used to make a statement about indefinitely many different
individuals according to the reference of ‘my friend’ on particular
occasions of utterance. When we talk of semantic relations holding
between sentences by virtue of their propositional content, we do so
under the tacit or explicit assumption that the reference of all
referring expressions is held constant.

Not only may the same expression refer to different entities on
different occasions; different expressions may refer to the same
entity. For instance, the pronoun ‘he’, the proper name ‘John® and
any one of indefinitely many descriptive phrases, ‘the man drinking
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a martini', ‘the milkman’, ‘Mary’s husband’, ete., could have the
same reference as one another, or as ‘my friend’, in the appropriate
circumstances. This fact also must be borne in mind.

Up to a point, the potential reference of expressions is deter-
mined, not only by their inherent meaning and such contextual
factors as the shared assumptions of speaker and addressee, but
also by grammatical rules, on the one hand, and stylistic conven-
tions or tendencies, on the other, operative within sentences and
over longer stretches of text or discourse. In particular, such rules
or tendencies (and it is not always clear whether it is a matter of
grammar or style) control what has come to be called co-reference:
reference to the same entity (or set of entities) by different ex-
pressions or by different occurrences of the same expression. For
example, in

(8) My friend missed the train and he has just arrived
and
(g) Since he missed the train, my friend has just arrived

‘my friend' and ‘he’ may be, but are not necessarily, co-referential.
But they would not normally be taken to be co-referential (without
rather special prosodic and paralinguistic features) in

(10) He missed the train and my friend has just arrived

This is usually, and perhaps rightly, said to be a matter of gramma-
tical rule, relating to the difference between co-ordination and
subordination. On the other hand, there is no grammatical rule of
English (although some linguists have said that there is) prohibiting
the construction of sentences like

{11) John loves John

There is at most a stylistic tendency which favours either
{12) John loves himself

or
{13) John loves him

according to whether or not the subject and the object are
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co-referential. The phenomenon of potential co-referentiality h
been extensively studied within the framework of generative gram-
mar in recent years. )

Deixis is like reference, with which it overlaps, in that it relates to
their context of occurrence. But deixis is both broader anﬂi
narrower than reference. Reference can be either deictic or non-
deictic; and deixis does not necessarily involve reference. The
essential property of deixis (the term comes from the Greek word -
meaning “pointing” or “showing™) is that it determines the strue-
ture and interpretation of utterances in relation to the time and
place of their occurrence, the identity of the speaker and addressee,
and objects and events in the actual situation of utterance. For
example, the referent of ‘that man over there’ cannot be identified
except in relation to the use of the expression by someone who is in
a particular place on a particular occasion. So too for ‘yesterday’
and many other deictic expressions. Deixis is grammaticalized in
many languages in the categories of person and tense: in English,
for example, the selection and interpretation (in this case the re-
ference) of °I' or ‘you' is determined by the speaker's adoption of
that role and by his assignment to another of the role of addressee;
and the use of a particular tense is determined (let us assume — it is
far more complicated than this) in relation to the moment of utter-
ance. The demonstrative pronouns ‘this’ and ‘that” and, in some of
its uses at least, the definite article ‘the’ are also deictic. So too are
such temporal and locative adverbs as ‘now’, ‘then’, ‘tomorrow’,
‘here’, ‘there’. These are but the most immediately obvious ex-
amples of deictic categories and deictic lexemes. In fact, deixis is
all-pervasive in the grammar and vocabulary of natural languages.

5.6 Formal semantics

Although the term ‘formal semantics’ might be used. in a very
general sense, to refer to a whole set of different approaches to the
study of meaning, it is commonly employed nowadays with particu-
lar reference to a certain version of truth-conditional semantics,
which originated in the investigation of specially constructed formal
languages by logicians and has recently been applied to the inves-
tigation of natural languages. This is what we are concerned with
here. Formal semantics, in this sense, is generally taken to be
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complementary with pragmatics — variously deﬁneé as the study of
actual utterances; the study of use rather than msaql?'tg; the study of
that part of meaning which is not purely truth-conditional; the study
of performance rather than competence; etc.
Let us start by distinguishing the truth-value ofa pmposlt!un from
the truth-conditions of a sentence. All that needs to be said about
propositions is that they can be asserted or denied; that they can be
known, doubted or believed; that they can be he}q CD[:IST.E?I'tt under
paraphrase and translation; and that each prc}]:cfsumn is either true
or false. The truth or falsity of a proposition is 1ts truth-value; and
this is invariable, We may change our mind about the tmthl of a
proposition: for example, at one time believing that thfe earth IS‘ﬂﬁfl
and later, whether rightly or wrongly, coming to beheva‘tll'iat it is
not. But this does not imply that a once-true proposition has
become false. It is important to grasp this point.! ‘
Most sentences, as such, do not have a truth-value. As we saw in
the previous section, the proposition that they convey Iw11ll gener:gl]y
depend upon the reference of the deictic and non-deictic referring
expressions that they contain. For example, the sentence

(1) My friend has just arrived

may be used to assert indefinitely many true or false‘pm.pusitiﬁns by
virtue of the variable reference of ‘my friend’ {whn:lh includes the
deictic expression ‘my’) and the deictic character of * _].].lSl‘ and 0? the
past tense. But sentences may have truth-conditions: Le.a precisely
specifiable account of the conditions which determine the truth-
value of the propositions conveyed by sentences when they are ll.used
to make statements. To use the standard classic example (originat-
ing with the Polish-born logician Tarski):

(2) ‘Snow is white is true if and only if snow is white

What we have in (2) is a statement made in English about English,
but we can in principle use any language (a metalanguage) to talk
about either itself or any other language {the nhject-language],
provided that the metalanguage contains the necessary theoretical

| What is said here about propositions depends, in part, upon a particular view.
Alternative definitions of ‘proposition’ would not, however, affect the substance of
the points made in this section.

4#
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vocabulary, including such terms as ‘true’, ‘meaning’, etc. What is
enclosed in quotation-marks in (2) is a declarative sentence of
English; and (2) tells us under what conditions this sentence of the
object-language may be used to make a true statement about the
world — what conditions the world must meet, as it were, for the

proposition conveyed by ‘Snow is white’ to be true. What (2) or any
similar example does is to bring out and make explicit the intuitively
obvious connection between truth and reality, Formal semantics
accepts that this connection holds, It also accepts the further prin-
ciple that to know the meaning of a sentence is to know its truth-
conditions.

But this does not take us very far. We clearly do not learn the
truth-conditions of sentences by matching each sentence with some
state of the world. Apart from anything else, both the sentences of
natural languages and states of the world constitute indefinitely
large, and perhaps infinite, sets, What formal semantics does is to
define the meaning of lexemes in terms of the contribution that th ey
make to the truth-conditions of sentences and to provide a precisely
formulated procedure for the computation of the truth-conditions
of any arbitrary sentence on the basis of the meaning of its consti-
tuent lexemes and grammatical structure, It will be clear that formal
semantics is most naturally associated with some version or another
of generative grammar (cf, 7.4).

That there is an intrinsic connection between descriptive mean-
ing and truth is beyond dispute. It may also be accepted that, if a
sentence has truth-conditions, to know the meaning of the sentence
Is to know what state of the world it purports to describe (on the
assumption that the sentence is being used to make a statement),
But it by no means follows that all sentences have truth-conditions
and that the whole of their meaning is truth-conditional.

As we saw in the last section, a distinction must be drawn be-
tween sentence-meaning and utterance-meaning — the former being
determined, ultimately, by the latter in terms of the notion of
characteristic use. At first sight at least, it would seem that only
declarative sentences have truth-conditions (by virtue of their char-
acteristic use to make descriptive statements). Non-declarative sen-
tences of various kinds — notably imperative and interrogative
sentences — do not have as their characteristic use that of making
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statements. And yet, unless we are prepared to accept an absurdly
restricted notion of meaning, we must say that they are no less
meaningful than declarative sentences, and furtherm-lare that the
difference in meaning between corresponding declarative and non-
declarative sentences, where such a mrrcsponrlenccr exist_s (e.g.
between ‘My friend has just arrived’ and *Has my friend rjust ar-
rived?’) is systematic and constant, Various solutions to this prlub-
lem have been proposed within the framework of furmall semantics,

One of these solutions involves treating non-d E:clarat}ves as being
logically equivalent to declaratives of the I:EIFhET special kind t!mt
the philosopher J. L. Austin called explicit performatives: 1.e,

sentences like

{3) I promise to pay you £5
(4) T name this ship the "Mary Jane’

whose primary function is not to describe some erxternal and inde-
pendent event, but to be a constitutive and eft‘erl:twe component of
the action in which they are embedded. Austin’s notion of per-
formatives was the starting-point for the theory of spce:?h-acts
(which was mentioned, though not explained, in 5.5}._Ad~:::ptmg the
proposal that non-declarative sentences shaui:l:l be given thﬁ. same
logical status as explicit performatives, we might say that ‘Is the
door open?' is logically equivalent to (i.e. has the same truth-

conditions as)
(5) I ask whether the door is open

that ‘Open the door” is logically equivalent to
(6) I order you to open the door

and so on. But Austin said that sentences like (3) and (4) dﬂ. not
have truth-conditions, when they are being used as perfurmutml:s.
(Obviously, they can also be used to make straightforward descrip-
tive statements.) Austin’s view has been challenged by a number of
formal semanticists, However, whether we say that they have truth-
conditions or not, their status still distinguishes them from v:fhatlwe
may refer to, loosely, as ordinary declaratives. And many linguists
and philosophers have argued that it is perverse to atte:npt t{? treat
(5) and (6) as being more basic than ‘Is the door open? and ‘Open
the door.’
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Other problems are posed by deictic expressions (often called
indexicals). All the declarative sentences of English (as well as
many non-declaratives) have tense, and most of them contain
context-dependent expressions of various kinds whose reference is
determined by deixis. Even Tarski's example, (2), is deceptively
simple in this respect, as well as being highly unrepresentative of tha.
declarative sentences of English. It trades upon our assumptions
about the intended interpretation of both the object-language sen-
tence ‘Snow is white’ and the metalanguage clause ‘if and only if
snow is white'. But each of these can have a deictic interpretation
(*"Snow is (contingently) white at the time and in the place of
utterance’) as well as the non-deictic (or generic) interpretation
(*Snow is (of its nature) always and everywhere white™) which is
presumably what Tarski intended. The existence of deixis — and its
prevalence in natural languages — does not invalidate the applica-
tion of the truth-conditional theory of semantics in linguistics. But it
certainly introduces very considerable technical complications.

S0 too does the fact that very many of the lexemes of natural
Iatllguagcs are, to a greater or less extent, either vague or indeter-
minate in meaning. For example, we might insist that, in a given
context of utterance, (1) conveys a proposition which is either true
or false. But how recent must be the arrival of the referent of ‘my
f‘nend’ for it to be true to say that he has just arrived? The word
‘just’ is not untypical.

These are but some of the problems that complicate, if they do
not ultimately invalidate, the application of the theory of formal
s-?mantics to the analysis of meaning in natural languages. My own
bias in favour of a more comprehensive notion of meaning and one
which does not take descriptive meaning to be theoretically more
basic than non-descriptive meaning has already been revealed
(cf. 5.1). That being so, I must emphasize that the very attempt to
extrand the notions of formal semantics to natural-language data for
which they do not seem to be well adapted, whether it succeeds or
fails, sharpens our understanding of the data. This has been demon-
strated time and time again in recent years.

Furthermore, even though we may decide that there is more to
meaning than can be captured in truth-conditional semantics, this
does not of course alter the fact that the sense and denotation of
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lexemic and non-lexemic expressions can be formalized in terms of
truth-conditions, due allowance being made for the indeterminacy
of many lexemes (cf. 5.3). If two sentences have the same truth-
conditions (in all possible worlds) they have the same descriptive
meaning: cf. ‘John opened the door’ and "The door was opened by
John.' If two expressions are intersubstitutable in sentences that
have the same truth-conditions, the expressions in question are
descriptively synonymous: they have the same sensc. Formal
semantics has made precise much that was imprecisely expressed or
simply taken for granted in more traditional approaches to the
study of meaning. No less important, it is making a serious attempt
to give content to what was stated rather programmatically at the
beginning of an earlier section (5.4): the meaning of a sentence is
the product of both lexical and grammatical meaning. It is doing so
by trying to formulate precisely the way in which the two kinds of
meaning interact.

FURTHER READING

Most of the older general textbooks and introductions to linguistics are
weak on semantics. The more recent works are better, but tend to be
superficial in their discussion of theoretical issues, and to give excessive
attention to currently fashionable research topics. They also differ among
themselves in what they subsume under 'semantics’; and on whether they
draw a distinction between ‘semantics’ and ‘pragmatics’ (and if so, how they
draw it).

Of the many works devoted exclusively to semantics, the following are
recommended.

(a) Elementary: Leech (1971), chapters 1-7; Lyons {1981); Palmer
{(1976); Waldron (1979). Of these, Palmer (1g76) is the most comprehen-
sive and the most eclectic; Leech (1971), in its later chapters, makes
extensive use of a somewhat idiosyncratic notation; Lyons (1981) relates
most directly to the present work and to the mare comprehensive Lyons
{1977b). Ullmann (1g62) is still unsurpassed for its treatment of lexical
semantics from a traditional and European structuralist point of view.
Dillon (1977) gives a relatively non-technical outline of semantics from the
viewpoint of generativism.

(b) More advanced: Fodor (1977); Kempson (1977); Levinson {1981);
Lyons (1g77b). Of these, Kempson (1977) and Levinson (1981) are,
broadly speaking, complementary (though they differ on particular issues);
Fodor (1977) gives the best and most accessible account of work done in
semantics within the framework of Chomskyan generative grammar and
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contains a good general chapter on philosophical semantics, but it takes for
granted a technical knowledge of generative grammar and is difficult to
understand without this requisite background: Lyons (1977h) is the most
comprehensive treatment of semantics so far published, though it requires
supplementation, notably for historical semantics, by works referred to in
Ultmann (1662) and presents an avowedly personal and somewhat con-
troversial view of particular topics.

All the works recommended above under the rubric ‘More advanced”
contain detailed references for the topics that they deal with or mention. So
do Leech (1976) and Ullmann (1962). Taken together, they provide ample
material for the questions and exercises appended to this chapter.

Most of the work in formal semantics is too technical to be referred to
here: Allwood, Andersson & Dahl {1977) gives a clear account of the basic
concepts and notation,

Two readers which, together, provide the necessary philosophical back-
ground are Olshewsky (1969) and Zabeeh, Klemke & Jacobson (1974).

QUESTIONS AND EXERCISES

1. Explain and exemplify some of the principal kinds of meaning that are
encoded in natural langoages.

2. * "When [ use a word™, Humpty Dumpty said in a rather scornful tone,

“it means what I choose it to mean — neither more nor Jess™ ™ {Lewis

Carroll, Through the Looking Glass: cf. Palmer, 1976: 4). Does a
speaker always and necessarily mean what his utterance means? Does
he always and necessarily mean what he says? Is what he says the same
as what his utterance means? Note that Humpty Dumpty appears to be
concerned solely with the meaning of words. Is there more to the
question than this? And does Humpty Dumpty, on this occasion, (a)
say what he means and (b) mean what he says (n.b. “in a rather scornful
tone”)? (Cf. “Speaker-meaning is what a speaker means in producing
an utterance. Now, if we are speaking literally and mean what our
words mean, there will be no important difference between the linguis-
tic meaning and the speaker-meaning. But if we are speaking non-
literally, then we will mean something different from what our words
mean” (cf. Akmajian, Demers & Harnish, 1979: 230).)

3. Discuss the connection between the propositional meaning of utter-

ances and the descriptive function of language in relation to the notion
of truth.

4. "The competence—performance distinction . . . implies as a special
case a distinction between the meaning of a sentence and the interpret-
ation of an utterance™ (Smith & Wilson, 1979: 148). Discuss.

5. Explain and exemplify the distinction drawn in the text between abso-
lute and partial homonymy.
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6. What distinction, if any, would you draw between homonymy and
polysemy”? ‘ 1

7. Tt has been supgested that the English words ‘almost’ and nearly are
absolutely synonymous. 15 this true (a) in your own everyday colloguial
usage and (b) in what you recognize to be a more formal style of
Standard English? If they are not a'l::snl:uta:._lj,r SYMONYIMOUS, s:‘ra they
completely synonymous? Are they descriptively synonymous:

8. Consider the effect of substituting (a) 'handsnme‘l for 'pr,?tty‘ (and,
independently and separately, ‘woman' for ‘girl") in ‘She is a (very)
pretty girl’ and (b) ‘pretty’ for 'han?lsama‘_ (and, independently am:!
separately, ‘lad’ and ‘man’ for ‘boy’) in ‘He is a (very) handsome hgy.
Is ‘handsome’ synonymous with ‘pretty’ (cf. also Leech, 1971: 20)? Is
‘hoy’ synonymous with ‘lad'?

g. “Examples of descriptive synonyms in English are: father', ‘dad’,
‘daddy’, ‘pop’, etc.” (p. 150). Can you extend this hsT.?ICcmstmct a
similar list starting with ‘mother’. Can you identify any social or expres-
<ive factors which determine your own usage of particular expressions
or the usage of other speakers of En glish known to you? Are the sex and
social class of speakers relevant variables?

10, What distinction, if any, would you draw between sense and denota-
tion?

1. Give a critical account of componential analysis (otherwise referred to
as lexical decomposition}.

12. Explain and exemplify (with examples other than those given in the
text) antonymy and hyponymy.

13. Do the propositions "X is a tulip/rose’ entail “X_ isa ﬂowgr”‘? DE qlhe,
propositions X is honest/chaste™ simils_urly‘entaﬂ “X is virtuous™! If
not, or alternatively if the second question is more difficult to answer
than the first, is what is said in the text invalidated (cf. p. 1 5517

14. Did “as Queen Victoria has made us all aware . . . onp. 1;3 strike you
as abnormal when you were reading the text? Doesitso Stl.'llkt'. you now?
What are the effects of substituting made for has made in respect of

acceptability and meaning? On the assumption that ‘Socrates’ is being
used to refer to the famous Greek philosopher of the fifth century B.C.,
what differences of meaning and acceptability, if any, hold among the
following: : :

(1) Socrates says that no one does wrong Imtent}nnally

{2) Soccrates said that no one does wrong mtar!tmnally

(3) Socrates said that no one did wrong mlcnt_mna]l?'

(4) Socrates has said that no one does wrong intentionally
In answering this question, did you consider {(1)-(4) as sentences or
utterances?
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15. Can you contextualize ‘He had a pain in her stomach?' so that its
uttcrand:?e would be explicable and the proposition it EXPIesses nons-
contradictory {cf. p. ? i ]
e ry (cf. p. 161)? Must he and her necessarily refer to the same

16. Explain what is meant by the truth-conditions of a sentence.

17 It h‘as t?ea-n said of "You are the cream in my coffee’ that it is “'a sentence
which is nacerfsaril}r false” (Kempson, 1977: 71). Do you agree? I ustii‘jft'
your fanswer in relation to; (a) a particular interpretation of 'neces{-'.
sarily’; (b) the meaning of ‘you'; (c) the distinction between sentences
and utterances; (d) the author's view of the interdependence of tmth-':;
conditionality and the literal interpretation of sentences,

Discuss the validity of the notion of charact ;
. eristic use and
to the analysis of indirect speech-acts. nd its relevance

19. What distinction, if any, would you draw b
denotation? yo etween reference and

18.

20. “deixis is all-pervasive in the grammar and v
5 ; ocabulary of natura
languages™ (p. 170). Discuss, i :

6

Language-change

6.1 Historical linguistics

What is now called historical linguistics was developed, in its main
lines at least, in the course of the nineteenth century (cf. 2.1).

Scholars had long been aware that languages change with time.
They also knew that many of the modern languages of Europe were
descended, in some sense, from more ancient languages. For
example, it was known that English had developed out of Anglo-
Saxon, and that what we now refer to as the Romance languages —
French, Spanish, Italian, etc. — all had their origin in Latin, How-
ever, until the principles of historical linguistics were established it
was not generally realized that language-change is universal, con-
tinuous and, to a very considerable degree, regular.

Each of these three aspects of language-change will be discussed
in some detail later. Here it may be noted that the universality and
continuity of the process of language-change — the fact that all living
languages are subject to it and that the process itself is going on all
the time — was obscured, for most people, by the conservatism of
the standard literary languages of Europe and by the prescriptive
attitudes of traditional grammar (cf, 2.4). The status of Latin is
particularly important in this respect. It had been used for centuries
in Western Europe as the language of scholarship, administration
and international diplomacy. Since the Renaissance, it had gradu-
ally yielded ground, in these functions, to the emergent Romance
languages, as well as to others that were not derived from Latin:
English, German, Dutch, Swedish, Danish, etc. By the nineteenth
century Latin was close to being a dead language, but it still enjoyed
aprestige that set it apart from most other languages. And it does so
to this day for traditionally minded grammarians. The importance
of the special position of Latin in the present context is that until
well after the Renaissance scholars could think of it as having
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existed as a living language, more or less unchanged, for some 2000
years and as having been preserved from corruption, throughout
this period, by the usage of the educated and by the rules and
precepts of the grammarians. As we have seen. similar attitudes
were adopted in respect of the modern literary languages of Europe
when they came into being - or, more precisely, when they came to
be recognized as languages that could be used for literary purposes
— in the post-Renaissance period.

Literary languages were more highly regarded than non-literary
languages and dialects; and any differences that were noted by
grammarians between the literary and the colloquial, or between
the standard language and non-standard dialects, tended to be
condemned and attributed to slovenliness or a lack of education,
Few, if any, realized the significance of the fact that the transmis-
sion of the literary languages of Europe from generation to genera-
tion is highly untypical of the way in which people acquire, as
children, their native language. Nor was sufficient attention paid to
the fact that in the case of many modern languages, notably English
and French, the spelling-system, which is still based on the pronun-
ciation of centuries ago, conceals most of the phonetic and phono-
logical changes that have taken place in them. If we are literate in
English or French we have relatively little difficulty in reading
Shakespeare or Ronsard; we would find their works more or less
incomprehensible if we heard them spoken as they were spoken by
their authors. It was only after a great deal of detailed work had
been done during the nineteenth century, in what we may now
think of as the classical period of historical linguistics, from the
1820s to the 1870s, that scholars came to a better understanding
of the relation between written and spoken languages, on the
one hand, and between standard and non-standard languages, on
the other.

On the basis of this detailed research and by applying the so-
called comparative method (which will be explained in 6.3), it was
demonstrated beyond doubt, not only that all the great literary
languages of Europe had originated as spoken dialects, but also that
their origin and development could only be explained in terms of
principles which determine the acquisition and use of the associated
spoken language. Such is the force of traditional attitudes and of the
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habits of literacy that most of us still find it difficult, without special
training, to think in these terms.

We often find it difficult, for example, to appreciate the full
significance of the fact that, although languages may become extinct
at a particular point in time, so that, speaking metaphorically, we
can talk of them as dying, there is no sense in which it is reasonable,
making use of the same organic or biological metaphor, to talk of
languages as being born.! The point is worth making because, as we
shall see, the terminology of historical linguistics is consistently
metaphorical. We group languages into families by virtue of their
common descent from an earlier parent-language; and we say that
languages that can be traced back to a common ancestral language —
as the Romance languages can all be traced back to Latin - are
genetically related. When these terms were introduced into linguis-
tics in the nineteenth century, they were frequently given a more
literal interpretation — under the influence of German romanticism,
on the one hand, and of Darwinian evolutionism, on the other -
than is generally the case nowadays, It must be appreciated that
there is no point at which, say, Anglo-Saxon suddenly was trans-
formed into, or gave birth to, English; and no point at which Latin
gave birth to the Romance languages, whilst continuing to exist
itself as a scholarly language for several centuries, And yet this is
how the origin of languages is commonly conceived by non-
linguists.

The truth of the matter is that the transformation of one language
into another is not sudden, but gradual, It is largely a matter of
convention and arbitrary decision that leads us to divide the history
of English into three periods — Old English (or Anglo-Saxon),
Middle English and Modern English — and to consider these alter-
natively as three different languages or as three stages of the same
language. There are both linguistic and non-linguistic reasons for
making the divisions where we do. What is now Standard English is,
in the essential features of its phonology and grammar and in much
of its vocabulary, a descendant of the dialect of London, which

! Pidgins and creoles might perhaps be said to be born of the union of two parent-
languages, each of which continues to exist during the life-time of their offspring
(cf. 9.3). But this more or less acceptably metaphorical interpretation of ‘paren-
tage’ and ‘birth' i= not what is at issue here.
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being close to the point where three of the four major Anglo-Saxon
dialects came into contact - Mercian, West Saxon, and Kentish =
contains features from all three. It also contains a few more isolated
features which derive from the fourth major dialect, Northumbrian
— notably the forms they, their, them and most of the words written
with initial sk- (‘skill’, ‘sky’, ‘skin’, ‘skirt’, etc.) — which was strongly
influenced, from the ninth century, by the language of the Vikings,
For about a century and a half after the Norman Conquest in
1066, the language of the ruling classes was French, as far as
literature and administration were concerned; and when English
came to be used again as a literary language at the beginning of the
thirteenth century, it was very noticeably different from Anglo-
Saxon of the earlier period. Apart from other developments that

had taken place, what we now refer to as Middle English had come

under the influence of Norman French and been deeply affected by
it in vocabulary and grammar. Chaucer, for example, wrote in the
London dialect of Middle English, which, by virtue of the political

and economic importance of the capital, was now beginning to

emerge as a standard national language. By the end of the Hundred
Years' War in the fifteenth century, England had become very.
conscious of its own independent national identity and had been
transformed from a feudal state to one with an educated, wealthy
and increasingly powerful bourgeoisie. This was an important
factor in the formation and increasing standardization of literary
Middle English.

The period of Middle English is separated from that of Modern

English by the Renaissance, which reached England in the late

fifteenth century. One of the most important consequences in the
sphere of education and culture was the revival of Latin as a literary
language. But this was a relatively short-lived phenomenon,
Although Latin continued to enjoy great cultural prestige until well
into the nineteenth century, the greatest literary works of the
Elizabethan and post-Elizabethan period, including the plays of
Shakespeare and Milton's Paradise Lost, were written in English.

Meanwhile, Britain was beginning to play an increasingly important

role in world affairs. English-speaking colonies were established in
North America in the seventeenth century. And by the nineteenth
century English was the language of administration, higher educa-
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tion and business, not only in the United States, Canada, Australia
and New Zealand, where it was now the first language of most of the
politically and economically dominant settlers and their descen-
dants, but also in India and other Asian and African countries
within the British Empire. English in the post-Renaissance petiod
has become a world language in much the same way that Latin had
become a world language (in the so-called old world of Europe,
North Africa and parts of Asia) almost 2000 years earlier; and for
much the same reasons. But both Latin and English were in origin
nothing other than the local dialects of small tribes, Italic in the one
case and Germanic in the other, and did not differ in any linguisti-
cally relevant detail from the related Italic and Germanic dialects
of neighbouring tribes.

The brief and highly oversimplified account of the evolution and
expansion of English that has just been given will serve to illustrate
the general point that, although there may be good reason to divide
both the external and the internal history of a language into more or
less distinct periods, the process of language-change itself is con-
tinuous. What produces the illusion of discontinuity between, for
example, Anglo-Saxon and Middle English or, to a lesser degree,
between Middle English and Modern English, is the coincidence of
several factors, including, on the one hand, gaps in the historical
record between identifiable periods and, on the other, the relative
stability of literary languages over quite long stretches of time, We
have very little in the way of non-literary written records for the
various dialects of Anglo-Saxon and Middle English. But we can be
sure of two things: first, that from the earliest times the dialects of
spoken English were less homogeneous and less neatly separable
one from another than traditional accounts of the history of English
based on the evidence of literary texts represent them as being; and,
second, that, if we had a full historical record of any one spoken
dialect, whether it was the dialect of London or of some small
village in a remoter part of the country, we should be unable to
identify any definite time at which the dialect in question suddenly
changed from being that of one period to being that of another.
Languages change more rapidly in certain periods than they do in
others. Even literary languages change in the course of time: and
spoken languages acquired in childhood and employed throughout
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life in a variety of situations - living languages in the full sense of the
term - change far more obviously than literary languages do,
Furthermore no living language is completely uniform (ef. 1.6).
And this fact, as we shall see later, is crucial for the explanation of
language-change.

In what follows, I will begin by giving an account of historical
linguistics of the kind that might have been given (except in respect
of details that have come to light more recently or relate specifically
to the present day) by one of the so-called Neogrammarians or their
successors, The Neogrammarians (Junggrammatiker, in German)
were a group of scholars, based at the University of Leipzig in the
late nineteenth century, who were largely responsible for formulat-
ing the principles and methods of historical linguistics that have
since governed most work in the subject. These principles and
methods were controversial when they were first proclaimed; and
much of the criticism that was directed against them we now know
to have been justified. However, they have reigned supreme for
almost a century; and they underlie much of the linguist's everyday
thinking about language-change, as well as being the basis for all the
standard treatments of language-families in encyclopaedias and
other works of reference. In later sections of this chapter one or two
of the Neogrammarian principles will be called into question and
reformulated in the light of recent work.

6.2 Language-families

To say that two or more languages belong to the same family - that
they are genetically related - is to say that they are divergent
variants, descendants, of a common ancestral language, or proto-
language.

In most cases we have no direct knowledge of the proto-language
from which the members of a particular family, or subfamily, are
descended. The Romance languages are in this respect highly un-
typical: although the dialect of Latin from which they are descended
must have differed in many details of grammar and vocabulary from
that of even the more colloquial texts that have come down to us, we
have a much better idea of the structure of what we might call
Proto-Romance than we have of most other proto-languages.

Generally speaking, proto-languages are hypothetical con-
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structs, for whose existence there is no direct evidence, but which
are postulated as having existed and as being of such-and-such a
structure, in order to account for the genetic relatedness of two or
more attested languages. For example, Proto-Germanic is postu-
lated as the ancestor of the Germanic languages (English, German,
Dutch, Danish, Icelandic, Norwegian, Swedish, etc.); and
Proto-Slavonic as the ancestor of the Slavonic languages (Russian,
Polish, Czech, Slovak, Serbo-Croatian, Bulgarian, etc.). In each
case, we have documentary evidence relating to the earlier history
of the family, For Germanic, apart from a number of earlier frag-
mentary inscriptions, we have the fourth-century a.p. translation of
the bible in Gothic (as spoken by the Visigoths who were settled at
the time on the lower Danube); quite extensive literary texts in the
various dialects of Anglo-Saxon (or Old English) covering the
period from the sixth to the eleventh century A.p.; the texts of the
Old Ieelandic (or Old Norse) sagas of the twelfth century A.n.; Old
High German texts dating from the second half of the eighth cen-
tury a.D.; and so on. For Slavonic, the earliest evidence that we
have to go on is that of the ninth-century A.p. texts written in Old
Church Slavonic. In neither case do we have anything as close to the
postulated ancestral proto-language as the language of the Latin
texts which have come down to us must have been to that presum-
ably more popular dialect of Latin (often referred to as Vulgar
Latin) which we are calling Proto-Romance.

On the basis of all the available evidence, and by applying the
principles which were elaborated in the course of the nineteenth
century and formulated in their essentials by the Neogrammarians,
scholars can reconstruct with a fair degree of confidence much of
the sound-system and some of the grammatical structure of both
Proto-Germanic and Proto-Slavonic. They can also reconstruct
intermediate stages in the development of the attested members of
a particular language-family from their assumed common ancestor.
For example, Figure 3 gives a schematic representation of the
development of the officially recognized Germanic languages
spoken today and of Gothic, which went into decline in the early
Middle Ages and finally died out (yielding to one or other of the
Slavonic dialects) some centuries later. It will be noted that English
which, as we saw in the preceding section, was already dialectically




186 Language-change

*Proto-Ginc

*Proto-WiGmc *Proto-NGme *Proto-EGme

*Proto-AF  *Proto-Neth-Gmn  *Proto-WScand  *Proto-EScand Grothic

English Frisian Ieelandic Norwegian
Duteh German Danish  Swedish

Figure 3. The Germanic languages. Reconstructed proto-languages are
indicated by means of a preceding asterisk; the names of extinct
languages are italicized. Gme = Germanic; WGme = West Germanic;
NGme = North Germanic; EGme = East Germanic; AF =
Anglo-Frisian; Neth-Gmn = Netherlandic German; WScand = West
Secandinavian; EScand = East Scandinavian, {Much of the detail is
omitted: e.g. High German is not distinguished from Low German, and
older attested ancestors of modern languages - Anglo-Saxon, Old High
German, etc. — are not included, )

differentiated at the time of our earliest surviving records, is shown
as being more closely related to Frisian than it is to Dutch or
German, and as being more closely related to both of them than it is
to the Scandinavian languages, Frisian was once far more widely
spoken than it is today. Although it is not a national language in the
sense that all the other modern Germanic languages shown in
Figure 3 are, it has official status in the province of Friesland in the
northern part of the Netherlands, where it is being heavily in-
fluenced, however, in vocabulary at least, by Standard Dutch, Not
only English, but all the modern languages shown in Figure 3 exist
in several dialects; and very often the transition between one dialect
and another is not sharp, but gradual. As we shall see later, the
conventional family-tree-diagram of language-relatedness tends to
oversimplify the facts, if not to distort them completely, by failing to
give recognition to the phenomena of convergence and diffusion
and by representing language-relatedness as being the result of
necessary and continuous divergence.

Going further back and taking a wider range of evidence into
account, including that of the Hittite inscriptions of Asia Minor
(deciphered in 1915), the Mycenaean Greek tablets {deciphered in
1952) and, for the earliest Sanskrit, the Vedic hymns — all of which
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evidence can be dated to about the middle of the second millennium
B.C. — we can partially reconstruct the phonology and some of the
grammatical characteristics and vocabulary of Proto-Indo-
European, the hypothetical ancestor of Proto-Germanic, Proto-
Slavonic, Proto-Celtic, Proto-Italic, Proto-Indo-Iranian, etc., and
ultimately of all the Indo-European languages, ancient and
modern.

We can even locate Proto-Indo-European, more or less con-
fidently, in space and time — to the plains of South Russia in the
fourth millennium B.c. — and, by combining the linguistic and
archaeological evidence, say something about the culture of those
who spoke it. For example, most of the earliest-attested Indo-
European languages have words that can be traced back to
hypothetical source-words meaning “horse™, “dog”, *cow",
“sheep”, etc. That the reconstructed vocabulary of Proto-
Indo-European contains these words, as well as words relating to
spinning, weaving, ploughing and other agricultural and pastoral
occupations, indicates fairly clearly that the speakers of Proto-
Indo-European led a relatively settled existence, Words denoting
flora and fauna, climatic conditions, etc., enable us to identify, within
limits, their geographical habitat, whilst common vocabulary relat-
ing to social and religious institutions makes it possible to draw
inferences about the more abstract features of their culture. It is
quite clear, for example, that their society was patriarchal and that
they worshipped a sky-god and other deified natural phenomena.
As to the archaeological evidence, it has recently been suggested
that this points to the Proto-Indo-European speakers being the
bearers of the so-called Kurgan culture, a Bronze Age culture
which spread westwards from South Russia in the earlier half of the
fourth millennium B.c. and eastward into Iran somewhat later, This
hypothesis, though perhaps the most plausible one so far produced,
is not universally accepted; and many scholars are sceptical about
the possibility of saying anything very definite, on present evidence,
about the habitat and culture of the speakers of Proto-Indo-
European,

The reason why I have mentioned this question at all is that the
Indo-European family of languages occupies a rather special place
in historical linguistics. This is in part due to the fact that many of
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the Indo-European languages, as we have seen, have written re-
cords going back hundreds, if not thousands, of years. Although
many of the relationships that hold within the Indo-European
family could undoubtedly be established on the basis of modern
spoken languages, the details of these relationships could not be
worked out — and Proto-Indo-European could not be reconstructed
to the degree that it has been reconstructed — without the evidence
of the older texts.

But to say that it would be possible to group many, if not all, the
modern Indo-European languages into a single family even if we
had no records of the earlier stages of these languages is to presup-
pose that the idea of grouping languages into families should
already have occurred to us, and furthermore that we should have
at our disposal a reliable method for comparing languages and
demonstrating genetic relatedness. This brings us to the second
reason why the Indo-European family of languages has pride of
place in historical linguistics: it was the reconstruction of Proto-Indo-
European, and of the intermediate proto-languages for the sub-
families of Indo-European (notably for the Germanic subfamily),
which provided the motivation and ultimately the methodology upon
which historical linguistics, as we know it, now depends. It is arguable
that, not only historical linguistics, but linguistics itself as an indepen-
dent and scientific discipline, originated in what might be described,
somewhat romantically, as the nineteenth-century quest for
Proto-Indo-European.

It is customary to date the beginning of Indo-European scholar-
ship with the statement made in 1786 by Sir William Jones (1746
94) about Sanskrit, the ancient sacred and literary language of
India, and its relatedness to Greek, Latin and other languages:

“The Sanscrit language, whatever be its antiquity, is of a wonder-
ful structure; more perfect than the Greek, more copious than the
Latin, and more exquisitely refined than either, yet bearing to both
of them a stronger affinity both in the roots of verbs and in the forms
of grammar, than could possibly have been produced by accident;
so strong indeed, that no philologer could examine them all three,
without believing them to have sprung from a common source
which, perhaps, no longer exists: there is a similar reason, though
not quite so forcible for supposing that both the Gothick and the
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Celtick, though blended with a very different idiom, had the same
origin with the Sanscrit; and the old Persian might be added to the
same family.”

There is much in this famous quotation that is worth noting.
However, the point that must be given particular emphasis is that
what seemed so obvious an explanation to Jones, at the end of the
eighteenth century, of the remarkable similarity that he observed
between the classical languages of Europe and Sanskrit — the
hypothesis of family-relationship — might not have seemed so oh-
vious in another age, or indeed to someone of different educational
background and a less liberal outlook. Evolutionary ideas were in
the air and from the mid-eighteenth century had been applied to
language by such scholars as Condillac (1715-80), Rousseau (1712~
78) and Herder (1744-1803), not to mention James Burnett (1714~
go) with whom Sir William Jones was in correspondence at the time.
By the end of the eighteenth century, as a consequence of the
post-Renaissance expansion of Europe, a lot more was known
about the diversity of the languages of the world. It was no longer
possible to maintain with the same degree of plausibility as previous
generations of classically trained scholars had done that all lan-
guages must be similar in structure. The resemblances between
Greek and Latin had been taken for granted for centuries. But in
the context of what was known about language-diversity the fact
that Sanskrit was strikingly similar to Greek and Latin cried out for
explanation; and the explanation that seemed so natural to Sir
William Jones, and to his contemporaries once he proposed it, was
the one that general movements in European thought at that time
made available to him.

Something should also be said about the importance of the new
spirit of romanticism, which was particularly strong in Germany,
and its connection with nationalism. Herder had maintained that
there was an intimate connection between language and national
character. This idea took deep root in Germany and contributed to
the development of a climate of opinion in which the study of earlier
stages of the German language was seen as being an integral part of
the assertion and authentication of the national identity of the
German-speaking peoples.

In this connection it is important to emphasize the difference



190 Language-change

between language and race. Terms like ‘Germanic’ and ‘Indo-
European’ apply primarily to language-families. They do not apply
to anything that a physical anthropologist would regard as geneti-
cally distinct races. There is no such thing, and never has been, asa
Germanic or Indo-European race. In so far as the use of these terms
in historical linguistics implies the existence of a language-
community speaking Proto-Germanic or Proto-Indo-European at
some time and in some place in the past, it is reasonable to assume
that the members of these language-communities may have thought
of themselves as belonging to the same cultural and ethnic groups.
The possession of a common language is, and presumably always
has been, an important mark of cultural identity and ethnicity. But
there is no connection, other than partial and coincidental, between
race, genetically defined, and either culture or ethnicity.

This point is worth emphasizing for two reasons. The first is that
terms like ‘Germanic’ and ‘Indo-European’ - or alternatively ‘Nor-
dic’ and ‘Aryan’ — have often been given a racial, and indeed racist,
interpretation. It is up to the linguist and the anthropologist to
correct the misconception upon which this particular kind of racism
is based. There is no warrant at all for belief in the racial distinctive-
ness of the speakers of Indo-European languages; still less for the
use that was made of the assumption of racial superiority by Nazi
propagandists in the 1930s. The same holds true in respect of terms
like ‘Celtic’, ‘Slavonic’, or ‘English’; or indeed of any terms that
apply primarily to language-families and languages.

The second reason for emphasizing the fact that there is no
intrinsic connection between race and language - and it reinforces
the first —is that it gives us a better understanding of how language-
families are formed and therefore of the nature of language. We do
not know whether there was once a single proto-language from
which all human languages are descended, in the way that the
Germanic languages are descended from Proto-Germanic, and
Proto-Germanic in turn from Proto-Indo-European. We cannot
even relate the Indo-European languages with certainty to any of
the other major language-families so far established. It is quite
possible that all languages go back in the far distant past — perhaps
half a million years ago— to a single ancestral language and are thus,
in the technical sense of the term, members of the same language-
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family. On the other hand, the several quite striking structural
correspondences among the languages of the world, which at
first sight would seem to support the hypothesis of monogenesis,
are no less readily accounted for in terms of diffusion and
convergence.

The transmission of language from one generation to the next is
partly a matter of biology and partly a matter of culture. We may be
genetically programmed, as human beings, to acquire language; but
we are not genetically programmed to acquire a particular
language. It follows that, given the right social and cultural condi-
tions, not only individuals, but whole communities, can acquire a
language or dialect which differs from that of their parents. The
great nineteenth-century founders of historical linguistics, to whom
we are indebted for the notion of language-families with which we
still operate, did not give to this fact the theoretical importance that
we now know it should have. All too often the spread of languages
over a large area was assumed to imply great movements of people.
This is, to say the least, an unnecessary assumption. We shall see
later that cultural diffusion and convergence are no less important
for the explanation of language-change than are migration of
peoples and divergence. The traditional family-tree model of
language-relatedness does not allow for anything other than the
continuous divergence of languages from a common ancestor,

The Indo-European family of languages is but one of very many
different language-families so far identified. Some scholars have
argued for a classification of all the languages of the world into
about thirty major families, of which a number of the more gener-
ally accepted families would be subfamilies. But much of this more
comprehensive pgenetic classification and subclassification of
languages is still controversial. For example, something like a
thousand different languages are spoken in Africa. All of these
(except for English, French, Spanish, Afrikaans, etc., which were
brought to Africa in the period of European colonization) have
recently been grouped into four large families, one of which,
Hamito-Semitic (or Afro-Asiatic), comprising all the indigenous
languages spoken north of the Sahara, contains the traditionally
recognized Semitic family, whose best known members are Arabic,
Hebrew and Amharic, Similarly, the Bantu languages (including
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Swahili, Xhosa, Zulu, etc.) are now generally, though not univer=

sally, regarded as a subfamily of the Niger—Congo family. Much the
same situation obtains in respect of the languages spoken elsewhere.
in the world. Progress is gradually being made in the grouping of a

larger number of subfamilies into a smaller number of what might
be called super-families (or language-phyla). Since the evidence for

the larger groupings is frequently very scanty, the resulting genetic

classification which depends upon it is correspondingly tentative,
and must be treated as such. Not all the language-families identified
and named by linguists are equally well established.

6.3 The comparative method

The standard way of demonstrating the genetic relatedness of
languages is by means of the so-called comparative method, This
was developed and refined in what was referred to earlier as the
classical period of historical linguistics: between the 1820s and the
1870s (cf. 6.1). It rests upon the fact that many of the most obviously
related words across languages can be put into systematic corres-
pondence in terms of their phonological and morphological struc-
ture. By the 1870s scholars had achieved such a high degree of
success in the application of the comparative method to the more
obvious instances of genetic relatedness that they felt confident of
its reliability in the case of languages whose relatedness was far
from obvious.

I will exemplify the principle of systematic correspondence, in
the first instance, from the Romance languages. This has the advan-
tage, nat only that the fact of their relatedness is beyond dispute,
but also that we have direct evidence of the proto-language from
which they are derived, Latin, However, as we shall see, there are
instances where the Proto-Romance forms which, given evidence
from the Romance languages themselves, can be reconstructed by
means of the comparative method differ from the attested Latin forms,

Table 4 brings together for comparison several sets of abviously
related words (in their normal orthographic citation-forms) from
Latin and three of the Romance languages: French, Italian and
Spanish. The table could be extended both horizontally, by includ-
ing the appropriate words from other Romance languages and
dialects (Rumanian, Portuguese, Catalan, Sardinian, Ladino, etc.),
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Table 4. Some systematic correspondences of form in Latin and
three Romance languages

Latin (LY  French (Fr) Italian (It) Spanish (Sp)
(1) “thing" causa chose cosa c0sa
*head" caput chef capo cabo
“horse”  caballus cheval cavallo caballo
“zing" cantare chanter cantare cantar
“dog"” canis chien cane
Yeoat” capra chévre capra cabra
{2) “plant” planta plante pianta llanta
“key" clavis clef chiave Nave
“rain" pluvia pluie pioggia lluvia
(3) “eight" oeto bt otio ocho
*night" nox/noctis  nuit notte noche
“fact’ factum fait fatto hecho
“milk" lacte lait latte leche
{4) ‘*daughter” filia fille figlia hija
“beautiful” formosus hermoso

and vertically, by adding many more sets of related words, Limited
though it is, the information given in Table 4 will serve to illustrate
what is meant by the principle of systematic correspondence.
The first point to note is that the words brought together in each
row of Table 4 are related, not only in form - to which the principle
of systematic correspondence applies — but also in meaning. Now,
words can change their meaning in the course of time. For example,
the ordinary Classical Latin for “horse” was not ‘caballus’, which
had the more specific meaning of “pack-horse’ and was also used
pejoratively to mean “nag” or “hack, but ‘equus’. However,
‘caballus’ and ‘equus’ are obviously related in terms of meaning;
and it is plausible to suppose that ‘caballus’ lost both its specific
meaning and its pejorative overtones in late Latin (i.e. in Proto-
Romance) and became the general and stylistically neutral word in
place of ‘equus’. Conversely, the descendants of the Latin word
‘caput’ shown in the table have all acquired a set of narrower or
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metaphorical senses: e.g. Fr. ‘chef’ means “‘head” in the sense of
“chief" or “'boss”, as does It. ‘capo’; and Sp. ‘cabo’ means “cape”
(i.e. “headland™), “corporal”, “end", etc. But once again there is
an intuitively obvious connection between the meaning of L. ‘caput’
and the meanings of its descendants,

None of the words listed in Table 4 causes any problems as far as
the fact of their being semantically related is concerned, even
though there may be room for disagreement, in particular in-
stances, about the nature of their relationship. Very often, how-
ever, it is not clear — especially in the case of languages for which we
have far less evidence than we do in the case of the Romance
languages — whether two words are semantically related or not. It is
for this reason that the comparative method gives priority to re-
latedness of form. It should also be noted that words may not only
change their meaning in time, but also, for various reasons, fall into
disuse and be replaced. This explains the gaps in Table 4. Mogern
Spanish has replaced the word derived from L. ‘canis’ with ‘perro’;
and neither Italian nor French preserves in its vocabulary any
descendants of L. ‘formosus’.

To turn then to the correspondences of form exemplified in the
table. The words are all given in their written citation-form. It must
be remembered, therefore, that we are concerned, in principle, not
with letters, but with sounds. As far as Latin, Spanish and [talian
are concerned, there is relatively little discrepancy between spelling
and pronunciation. We have to keep in mind the fact thatin Modern
Spanish there is no phoneme in correspondence with the letter <h>;
that in both Spanish and Italian the letter <c> is pronounced dif-
ferently in different positions; that <ch> is pronounced [k] in Italian,
but [t[] in Spanish; and so on. But these are minor discrepancies;
and we can operate, without doing too much violence to the facts,
on the assumption that there is a one-to-one correspondence be-
tween single letters (or, in certain instances, groups of letters: Sp.
<llz, <ch>; It. <ch>, <ggi*) and phonemes. The situation is very
different for French. For example, there is no way of knowing on
the basis of the orthographic conventions of French that clef is
pronounced [kle], but chef is pronounced [[ef]; or that huit is
generally pronounced with a final [t], whereas nuit and laif are not
{except in certain fixed expressions), and that there are alternative
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pronunciations for fair. However, in so far as French orthographic
practice is based on the pronunciation that was current some cen-
turies ago (as is also the English spelling-system), we can take the
French written forms, for present purposes, at their face value, Nor
need we be concerned with the fact that it is not usually the Latin
citation-form of a lexeme that is the source of the diachronically
related forms of French, Spanish and Italian: it is almost always the
accusative form of nouns and adjectives, rather than their nomina-
tive form, which provides the source of the Romance stem-forms -
canert, caballum, etc. (the final [m] being lost in late Latin, or
Proto-Romance).

If the words in the different sections of Table 4 are compared, it
will be observed that there are regular correspondences holding
among related forms (i.e. among the forms of related lexemes).
These correspondences are indicated in bold type and may be
represented, in terms of sounds rather than letters, but, as ex-
plained above, taking the orthography at face value, as:

(1) L. [k] = Fr. [J] = It. [k] = Sp. [K]

(2) L. [pl], [k]] = Fr. [pl], [kI] = It. [pi], [ki] = Sp. [4]
(3) L. [kt] = Fr. [it] = It. [tt] = Sp. [t/]

(4) L. [f] = Fr. [f] = It. [f] = Sp. [h]

Both Fr. <it> and Sp. <h> are here given a phonetic value which we
know to be appropriate for earlier periods: this is what I mean by
taking the orthography at face value. We could just as well operate
with phonetic transcriptions (or with phonological representations)
of the modern spoken forms. The systematic correspondences of
form could still be formulated. But they would be less immediately
obvious. It will be noted that, in addition to (1)-{4), other corre-
spondences can be extracted from the words given in Table 4:

(5) L. [b] = Fr. [v] = It. [v] = Sp. [b]
(6) L. [a] = Fr. [¢] = It. [a] = Sp. [a]

and so on. How do we explain these systematic correspondences?

The answer given by the nineteenth-century inventors of the
comparative method was that the sound-changes which take place
in a language in the course of its history are regular. The principle of
the regularity of sound-change was not emphasized, however, until
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the mid-1870s, when the Neogrammarians proclaimed it in its
strongest and most uncompromising form: “The sound changes
which we can observe in documented linguistic history proceed
according to fixed laws which suffer no disturbance save in accor-
dance with other laws.™ At first sight, the thesis that sound-laws (as
they had now come to be called) operated without exception was
patently false. There were many instances of obviously related
words which did not exhibit the expected correspondences. Let us
take a famous example — one which turned out to be no more than
an apparent exception when the problem that it gave rise to was
brilliantly resolved by the Danish scholar, Karl Verner, in 1875,

In 1822, Jacob Grimm (one of the two brothers who are more
widely known for their interest in Germanic folklore) pointed out
that there is a systematic correspondence holding between the
consonants of the Germanic languages, on the one hand, and of the
other Indo-European languages, on the other. He was not the first
to notice this correspondence: the credit for the original observa-
tion must go to the Danish scholar, Rasmus Rask. But Grimm'’s
work, being written in German, was more readily accessible to
international scholarship; and the sound-law that was postulated to
account for the observed correspondences is generally known as
Grimm's Law. Reformulated in the terms of modern articulatory
phonetics (and simplified in certain respects), Grimm's Law 5ays
that:

(a) Proto-Indo-European (PIE) voiced aspirates [*bh, *db, *gb]
became voiced stops [*b, *d, *g] - or possibly voiced frica-
tives [*B, *8, *y] — in Proto-Germanic {PGmc);

(b) PIE voiced stops [*b, *d, *g] became voiceless stops [*p, *t,
*k] in PGmc;

(c) PIE voiceless stops [*p, *t, *k] became voiceless fricatives
[*f, *8, *h] in PGme.

The asterisks indicate, according to the convention that has long
been established in historical linguistics, that the soundsin question
are reconstructed, rather than being directly attested. We shall take
up the notion of reconstruction presently, Both Proto-Indo-
European and Proto-Germanic are, of course, hypothetical con-
structs (cf. 6.2).
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Now Grimm’s Law, thus formulated, covers a large number of
observed correspondences. For example, it accounts for the fact
that English (E.) has [f] where Latin (L.), Greek (Gk), Sanskrit
(Skt), etc., have [p]: cf. E. father: L. pater, Gk pater, Skt pitar-; E.
foor: L. pesipedis, Gk pousipodus, Skt pdt/padas. 1t also accounts
for the initial and medial consonants of Gothic tathun: L. decem,
Gk deka, Skt dasa — E. ten preserves no trace of the medial conso-
nant, but ¢f. Modern German zehn, as well as Old High German
zehan and Old Saxon tehan (the initial [t:] of German represented
by the letter <z> in the orthography results from the so-called High
German Sound-Shift, which probably took place about the sixth
century A.p.). The [J]-sound of Skt dasa, represented here by <>,
results from a palatalization of PIE [*k], which, at a very early
prehistoric time, affected many of the eastern subfamilies of the
Indo-European languages, including all the Indo-Iranian, Baltic
and Slavonic languages, as well as Armenian and Albanian: there
are certain complications attaching to the reconstruction of what I
have, for simplicity, taken to be velar stops, [*gb, *g, *k]. in PIE;
but they do not bear upon the general formulation or validity of
Grimm s Law. Due allowance being made for subsequent develop-
ments in particular languages, or intermediate proto-languages,
Grimm’s Law, as summarized in the previous paragraph, is sup-
ported by an impressively large number of instances of systematic
correspondences.

But there were many apparent exceptions. Of some of these,
Grimm himself had commented: “The sound-shift succeeds in the
majority of cases, but never works itself out completely in every
individual case; some words remain in the form they had in the
older period; the current of innovation has passed them by."” For
example, the [p] of E. spit, spew corresponds to a [p] in other
languages, in apparent violation of Grimm's Law: L. spuo, etc.
Similarly, for Gme [t] = L. [t], Gk [t], Skt [t]: cf. E. stand: L.
sto/stare, etc. Here indeed, as Grimm said, the current of innova-
tion has left the Germanic consonants unchanged. It will be
noticed, however, that in each case the voiceless stops, [*p, *t, *k].
occur as the second segments of two-segment consonantal clusters,
All that we need to do, therefore, is to modify the formulation of
Grimm’s Law given above, so that it is assumed not to have applied
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to the Germanic reflexes (i.e. descendants) of PIE [*p, *t, *k] in this
kind of phonetic (or phonological) environment. In effect, we are
saying — to introduce some modern terminology — that what
Grimm's Law accounts for was a phonetically conditioned sound-
change. Provided that it is so formulated, the preservation of a
voiceless stop in words like E. spit/spew, stand, eight, etc., can be
seen as a regular development.

More interesting is another class of apparent exceptions. If we
take the words for “father” and “brother” in various Germanic
languages other than English, we see that they differ in respect of
the medial consonant: Go. fadar : brofar, G. Vater : Bruder, etc.
And Old English shows the same difference: OE faeder : bropor.
The fact that German, like its ancestor Old High German (fater:
bruodar), has a voiceless stop in the word for ““father” and a voiced
stop in the word for “brother”, can be explained, once again, as
being the consequence of the High German Sound-Shift. Let us
grant that, on the basis of all the evidence, we can reconstruct as the
Proto-Germanic sources of the words in question, *fader- and
*broBar-, what is represented by means of <d> being either a stop [d]
or a fricative [§], but in either case voiced and thus different from
the voiceless fricative [0] of the word for “brother”. Since the
corresponding words of the non-Germanic Indo-European
languages show no such difference (L. pater: frater, Skt pitar-:
bhrdtar-, etc.) and, according to Grimm’s Law, PIE [*t] should
yield PGme. [*0], the word for “father” appears to be irregular as
far as its medial, but not its initial, consonant is concerned.

It was this problem that was solved by Verner. He demonstrated
that, on the assumption that the PIE words for “father” and
“brother’ had differed with respect to the place of the word-stress,
as they do in Sanskrit (pitdr- : bhrdtar-), the apparent exceptional
status of PGmc *fader could be satisfactorily explained in terms of
what is now called Verner's Law: intervocalic voiceless fricatives,
e.g. [0], become voiced unless they are immediately preceded by
the word-stress. What is assumed is a sequence of stages that can be
represented as follows:

(iy PIE ‘*patér-: *b"rifi‘er-
(ii) *falér-: *broBar-
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(i) *fadsér-: *brofar-
(iv) PGmc *fdder-: *bratar-

Grimm's Law is traditionally held to account for the transition from
(i) to (i1), and Verner’s Law for the transition from (ii) to (iii). Both
laws, it will be noted, are held to have operated prior to the period
which we identify as that of Proto-Germanic, which is characterized
by having the word-stress on the initial syllable of all words. The
sound-changes that are accounted for by Grimm's Law and Verner’s
Law taken together might be explained somewhat differently
nowadays. This is of no consequence in the present connection. The
point is that a whole class of apparent exceptions to Grimm's Law
were shown by Verner to fall within the scope of a supplementary
generalization: another sound-law.

Several other so-called sound-laws were formulated about the
same time as Verner's Law. Taken together, they gave scholars a
much better idea of the relative chronology of developments within
the different branches of the Indo-European family of languages.
More important, they made the famous Neogrammarian principle
of the absolute regularity of sound-change far more plausible than it
would have seemed to an earlier generation of historical linguists.
This principle was highly controversial when it was put forward in
the 1870s. However, it spon came to be accepted, by most of those
in what we may think of as the mainstream of scholarship, as the
very basis, not only of the comparative method, but of the whole
discipline of historical linguistics. We shall have occasion to look
more critically later at the principle of the regularity of sound-
change, and at the use that the Neogrammarians made of the term
‘law’ in connection with it. But nothing that is said in qualification
of it should be taken as detracting from its methodological
significance. It forced those who subscribed to it to draw a
distinction between conditioned and unconditioned sound-change
and to formulate as precisely as possible the conditions under
which a particular conditioned sound-change took place. And it
laid upon them the onus of providing an explanation for the forms
which had not developed in accordance with the sound-laws
whose conditions they appeared to fulfil. Two explanatory factors
to which the Neogrammarians and their followers appealed in
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this connection, as we shall see, were analopy and borro
(ct. 6.4).

from the application of the technique of reconstruction. They must
not be identified with the actual forms of Proto-Indo-European or
of any other proto-language. There are several reasons why this
50.

First of all, the comparative method tends to exaggerate thi
degree of regularity in a reconstructed language-system. This point
may be illustrated with reference to the differences between certa.iﬁ
attested Latin forms and what we take to be the Pmm-RﬂmanN’;
forms from which the corresponding forms in French, Italian, Span-
ish, etc., are derived. The attested Latin word for “head”” had caput
as its citation-form and capit- as its stem-form. None of the
Romance languages preserves any evidence of the stem-final [t],
They indicate, instead, that the Proto-Romance form was
*capu(m): see Table 4 above, Now itis quite likely that the irregular
noun ‘caput’ was regularized in late Latin. But we have no direct
evidence that it was. It may have been regularized independently,
but at a relatively early date, in different branches of the Romance
family. The point is that irregularities tend to disappear in the
course of time and, generally speaking, the comparative method is
unable to reconstruct them,

Secondly, the comparative method operates on the assumption
that each member of a family of related languages is in a direct line
of descent from the proto-language and has been unaffected,
throughout this time, by contact with other related languages and
dialects. This is, to say the least, an unrealistic assumption. All
languages are, to a greater or less degree, dialectically differenti-
ated. There is no reason to believe that Proto-Indo-European,
Proto-Germanic, Proto-Slavonic and the other proto-languages
that we hypothesize as the source of families and subfamilies of
attested language were dialectically undifferentiated. Wherever
possible, the comparative method will reconstruct a single proto-
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form for all the attested forms. It follows that the reconstructed
language-system is likely to be, not only morphologically more
regular, but also dialectically more uniform than any actual
language-system. Furthermore, we have no way of knowing
whether all the sounds that occur in a starred form did in fact
co-oceur at the same time and in the same dialect of the proto-
language.

For these and other reasons, reconstructed proto-languages must
be taken as hypothetical constructs, whose relation to actual spoken
languages of the past is rather indirect. We cannot go further into
the technicalities of this question — or into the several criteria that
must be weighed in the process of reconstruction, It suffices, for our
purposes, to have drawn attention to the fact that all historical
reconstruction tends to idealize and oversimplify the facts. As far as
particular starred forms are concerned, some parts of the recon-
struction may be more soundly based than others; and no part can
be sounder than the evidence that supports it. The evidence is
highly variable.

In conclusion, it should be mentioned that, although we have
been concerned throughout this section with lexical reconstruction,
it is possible, in favourable cases, to reconstruct features of the
grammatical structure of proto-languages. It was of course the
morphological correspondences between related languages that so
impressed the first generation of historical linguists, since such
grammatical features as inflectional endings, they felt, were un-
likely to spread from one language to another by borrowing

(cf. 6.4).

6.4 Analogy and borrowing

The concept of analogy goes back to antiquity. The term itself is
from the Greek word ‘analogia’, which meant “regularity” and
more especially, in the usage of mathematicians and grammarians,
“proportional regularity”. For example, the proportional regular-
ity that holds between 6 and 3, on the one hand, and 4 and 2, on the
other, is an analogy, in the intended sense of this term: it is a
relation of four quantities (6, 3, 4, 2) such that the first divided by
the second is equal to the third divided by the fourth (6:3 = 4: 2).
Analogical reasoning was used widely by Plato and Aristotle, and
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by their followers, not only in mathematics, but also in the develop-

ment of other branches of science and philosophy, including gram-
mar. Unless this fact is appreciated, it is impossible to understand
one of the basic principles of traditional grammar: that of the

paradigm. Given, let us say, the paradigm jump, jumps, jumping

and jumped (i.e. the forms of the model English verb ‘jump’; the

term ‘paradigm’ comes from the Greek word meaning “model” or
“example”), we can construct such proportional equations as the
following: jump : jumps = help : x; jump : jumped = help : y; ete.
And we can solve these equations, assigning to the unknown quan-
tities (x, y, etc.) their appropriate values (helps, helped, etc.).

This, then, is what is meant by ‘analogy’ in traditional grammar,
and more particularly in the controversy between the analogists and
the anomalists, which arose in the second century B.c. and was to
endure, in one form or another, until modern times, exerting a
profound influence upon the development of linguistic theory.
Roughly speaking, we can say that the analogists took the view that
the relation between form and meaning was governed by the prin-
ciple of proportional regularity, and that the anomalists adopted
the contrary view. We have no need to go into the details of this at
times confused, and confusing, controversy. It is important to real-
ize, however, that it is all part of the background against which the
Neogrammarians established their own notion of analogy and its
role in the historical development of languages.

Let us take an example. English, like German, draws a distinc-
tion between what are conveniently referred to as weak and strong
verbs. The former, which constitute the majority of all the verbs in
the language, form their past tense by adding a suffix to the present-
tense stem (cf. E. jump-s, jump-ed; G. lieb-t, lieb-te); the latter
exhibit a difference, of one kind or another, in the vowels of
corresponding present-tense and past-tense stems, and usually lack
the past-tense suffix characteristic of the weak verbs (cf. E. ride-s,
rode; sing-s, sang; G. reit-et, ritt; sing-t, sang). The strong verbs fall
into several subelasses according to the nature of the vowel alterna-
tion which distinguishes their present-tense and past-tense forms;
and they are commonly regarded as irregular, They are certainly
less regular than the weak verbs, which have been on the increase
for many centuries and which conform to what has long been the
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synchronically productive rule. Evidence for the synchronic pro-
ductivity of the rule in question comes partly from language-
acquisition by children and partly from the adult speaker’s ability to
construct the past-tense form of new verbs that he first meets in
their present-tense (or present-participle) form. As far as language-
acquisition is concerned, the fact that the child has mastered the
rule for the formation of regular past-tense forms by suffixation is
proved by his production, not only of a large number of correct
forms (e.g. jumped, walked, loved), but also of the occasional
incorrect form such as rided or goed. In fact, paradoxical though it
may appear at first sight, the production of such incorrect forms by
analogy with some typical member of the regular class of weak
verbs (jump : jumped = ride: x; therefore x = rided) constitutes a
more convincing proof that the child is applying a rule than does his
production of any number of correct past-tense forms, all of which
might, in principle, have been remembered and imitated as un-
analysed wholes (cf. 8.4).

There are a few instances of weak verbs having been made into
strong verbs by the force of analogy in the history of English. For
example, in some American dialects the past-tense form of ‘dive’ is
dove, rather than dived; and, contrary to what one might suppose, it
is dove that is the result of innovation. In the vast majority of cases,
however, analogy has operated in the reverse direction, increasing
the weak verbs at the expense of the strong: e.g. Middle English
holp (cf. got) was replaced with Modern English helped. It should
be noted that dived — dove is just as much a result of analogical
pressure as holp — helped is. The language exhibits two patterns of
formation, either of which might serve as the paradigm for ana-
logical extension.,

It is worth observing at this point that the fact that many obviously
related verbs of English and German show the same phenomenon
of vowel-alternation is a particularly striking piece of evidence
in favour of the hypothesis that these two languages are, in fact,
genetically related: cf. E. begin-s, began, begun : G. beginn-t,
begann, begonn-en; E. bring-s, brought : G. bring-t, brach-te, ge-
brach-t; E, find-s, found:G. find-et, fand, ge-fund-en; E. give,
gave, giv-en:G. gib-t, gab, ge-geb-en. (I have added the past-
participle form, for both German and English, when it differs from
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_ the past-tense form, as it almost always does in German.) Analogy
has operated independently in both English and German, for
eral hundred years, to reduce the incidence of vowel-alternatior
that, for example, whereas ‘help’ is weak in Modern English, th
related verb ‘hilfen’ in German is strong (hilf-t, half, ge-holf-en
Sound-changes that have taken place independently in the several
Germanic languages have also had their effect, increasing the num !
ber of distinct sets of vowel-alternations and making the mrrespnﬂl
dence between the forms of individual verbs less systematic, in
detail, than it was in earlier periods, But there are still dozens of
verbs which exhibit a similar vowel-alternation. The same is true of
Dutch, which, as we saw earlier (cf. 6.2), is more closely related !1:
German than it is to English: cf. begin-t, begon, begonn-en; breng-l;
brach-t, ge-brach-t (*‘bring”); vind-t, vond, ge-vond-en {“ﬁnd”]:l
etc. Even the North Germanic languages have strong verbs whose
past-tense and past-participle forms can be related to the present-
tense forms in terms of more or less regular vowel-alternations: cf,
Swedish skriver, skrev, skrivit (“write™); kryper, krop, krupit
(“creep”). Indeed, this pattern of vowel-alternation goes back
ultimately to the Proto-Indo-European period: cf. Greek peith-o,
pe-poith-a, e-pith-on (“persuade”); leip-6, le-loip-a, e-lip-on
(“leave”); etc. As was mentioned at the end of the preceding
section, it was this kind of correspondence — what Sir William Jones
referred to as “a stronger affinity both in the roots of verbs and in
the forms of grammar than could possibly have been produced by
accident” (cf. 6.2) — that so much impressed the founding fathers of
comparative philology. But we are here concerned with analogy;
and in this connection there are two points to be made. T

The first is the one that was given particular emphasis by the
Neogrammarians: that analogy often inhibits (or subsequently re-
verses the effect of) otherwise regular sound-changes. For ex-
ample, after the operation of Verner’s Law (cf. 6.3), but prior to
our earlier texts, intervocalic [s] became [r] in Germanic. It is this
sound-change which accounts for the letter <r> —still pronounced as
gr] in some dialects - in the plural of the past-tense of the verb ‘to be’
in English, in contrast with what the orthography shows was once an
[s] in the singular: were : was. Dutch shows the same contrast (but
without a difference in the vowels): ik was “T was" : wij waren “we
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were”, German, on the other hand, has remodelled the singular
stem by analogy with that of the plural: ich war : wir waren. In this
instance the historically regular final [s] of the singular has been
replaced with the historically irregular [r]. Interestingly enough, in
very early Latin intervocalic [s] also became [r]. Hence the contrast
in Classical Latin between the nominative singular form honos
“honour” and the other forms of the same noun: honorem, honoris,
etc. (from *honosem, *honosis, etc.). And in later Latin honos was
replaced by honor, so that honor- was generalized as the stem
throughout the whole set of inflectional forms. It is also worth
adding that analogy is responsible for the fact that the verb ‘to be’is
the only verb in Modern Standard English in which there is a
difference between a singular stem and a plural stem in the past
tense. In Middle English, many of the strong verbs showed a similar
difference. Analogy has, once again, generalized either one stem or
the other (or, in some instances, the past-participle form); and this
accounts for the very considerable fluctuation that there is across
English dialects and even in the spontaneous usage of individual
speakers.

The second point to be made about analogy is that it is a much
more potent factor in language-change than the Neogrammarians
held it to be. In fact, the Neogrammarians were inclined to invoke
the influence of analogy only when it enabled them to explain away
apparent exceptions to one of their postulated sound-laws. Further-
more, some of them drew a distinction between sound-change as a
physiologically explicable process and analogy as something that
resulted from the sporadic and unpredictable intervention of the
human mind. For those who took this view, the sound-laws were
seen as being comparable with the so-called laws of nature. [tis now
more clearly realized, first of all, that no such sharp distinction can
be drawn, as far as language is concerned, between the physical and
the psychological; and secondly that analogy - provided that the
traditional term is interpreted according to the spirit, rather than
the letter, of the tradition — operates on both the phonological and

- the grammatical levels of language-structure. What was traditionally

described in terms of proportional regularity can be subsumed
under the more general principle of regularization on the hasis of
existing patterns of correspondence between form and meaning.
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Indeed, it would not be unreasonable to identify both the Saussus
rean notion of structure and the generativist's notion of rule-
governed creativity with an appropriately modernized version of
the traditional concept of analogy. But this is a bigger, and more

controversial, question (cf. 7.4).

Another phenomenon to which the Neogrammarians appealed in
order to explain some of the apparent exceptions to the sound-laws
was borrowing. For example, in addition to the word ‘chef’, which

we identified above as the French descendant of the Latin ‘caput’,
whose Proto-Romance citation-form may in fact have been
*capu(m) (see Table 4), we also find, in Modern French, the word
‘cap’ (cf. ‘de pied en cap’, literally “from foot to head"). The form
cap quite clearly violates all three of the sound-laws (apart from the
loss of the final vowel) required to derive chef from *capu. The
explanation is that it was borrowed into French (at a fairly early
date) from Provencal, to which the sound-laws in question did not
apply. Similarly, there are many words in English that begin with
sk- in their written form (cf. sky, skill, skirt, etc.) which are appar-
ent exceptions to the sound-law that changed Old English [sk] to
Modern English [ ] (cf. shirt, ship, shed, etc.). Such words were
borrowed from one or other of the Scandinavian dialects, which
were brought to England at the time of the Viking invasions and had
a considerable influence on the speech of the Danelaw region. (To
this day, much of the vocabulary of the local dialects of Northern
England and Southern Scotland is of identifiably Scandinavian
origin; but we are here concerned with what may be regarded as
borrowings into Standard English.) Pairs of co-existent cognate
native and borrowed words, like English ‘skirt’ and 'shirt’ or French
‘cap’ and ‘chef’, are often called doublets. Lexical doublets, it may
be noted, are very rarely even descriptively synonymous (cf, ‘skirt" ;
‘shirt’, ‘skipper’ : ‘shipper’, etc.).

The same point can be made about borrowing as was made about
analogy: that it is a far more important factor in language-change
than the Neogrammarians (and many of their successors) have
taken it to be. In particular, like analogy, it should not be seen as
merely providing an explanation for apparent exceptions to the
sound-laws. If English is considered to be a purely West Germanic
language — and it is conventionally so regarded (cf. 6.2) - we have to
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say that, in the course of its history, it has borrowed enormously,
not only in its vocabulary, but also in grammar and phonology, from
other languages and dialects.

But does it make sense to talk as if a sharp distinction can always
be drawn between native and non-native forms? It has long been
evident that the conventional family-tree-diagrams of language-
development and language-relatedness can be seriously misleading
if they are taken to be realistic models of historical processes. More
recent work in dialectology and sociolinguistics has made clear the
importance of synchronic dialectal and stylistic variation within a
language-community as a causal factor in language-change. In
conditions of synchronic variation — and more especially of
bilingualism and diglossia (cf. 9.4) - the traditional concept of
borrowing is perhaps inapplicable.

However that may be, it is certainly the case that the Neo-
grammarians drew too sharp a distinction between what could be
handled in terms of sound-laws and what was to be explained by
means of analogy and borrowing. Nevertheless, most general
accounts of the historical development of languages still follow the
MNeogrammarians in this respect.

6.5 The causes of language-change

Why do languages change in the course of time? There is no
generally accepted answer to this question. Several theories of
language-change have been put forward. But none of them covers
all the facts, The most that can be done here is to mention, and to
comment briefly upon, some of the main factors that scholars have
referred to in the explanation of language-change.

It is customary, in discussions of this question, to operate with
two separate distinctions: (a) between sound-change, on the one
hand, and grammatical and lexical changes, on the other; (b) be-
tween internal and external factors. But neither of these two
distinctions should be pressed too hard. As we have seen, the Neo-
grammarians' view that sound-change is radically different from
other kinds of language-change is, at best, no more than a half-
truth. Even such more or less physiologically explicable processes
as assimilation (which results in successive sounds being made
identical, or more similar, to one another in terms of place or
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manner of articulation: cf, Italian, otto, notte, etc., in Table 4 of
section 6.3), or haplology (the loss of one of two phonetically similar
syllables in sequence: e.g. Old English Engla-fand “country of the
Angles” > England) require the support of other more general
factors, if they are to produce permanent changes in the sound-
system of a language. As for the distinction between external and
internal factors, which depends upon the abstraction of the
language-system, as such, from the cultural and social matrix in
which it operates, this too breaks down, in the last resort: the
communicative function of language, which interrelates form and
meaning within a language-system, also relates that language-
system to the culture and society whose needs it serves.

Two of the most general factors of language-change were men-
tioned in the preceding section: analogy and borrowing. It may now
be emphasized that much of what the Neogrammarians accounted
for in terms of sound-laws can be brought within the scope of the
joint action of these other two factors, The sound-laws themselves
have no explanatory value: they are no more than summaries of
what happened in a particular area (more precisely, in a particular
language-community) between two points in time. Considered in
retrospect, and macroscopically, the change that has taken place
may appear to be regular enough (in the sense in which the principle
of regularity was understood by the Neogrammarians and their
followers). However, the investigation of sound-changes that are
taking place at the present time has shown that they can originate in
one or more borrowed words and can then spread by analogy into
others over a period of time.

One of the symptoms of this process of language-change is what is
commonly called hypercorrection. An example of this is the analo-
gical extension of the Southern English vowel of butrer into words
like butcher by speakers from the north of England who have
acquired (i.e. borrowed) the RP pronunciation of the former class
of words. Phonetic hypercorrection of this kind does not differ, as
far as its causation is concerned, from the hypercorrection which
has resulted in middle-class, and often educated, speakers of
Standard Southern English saying between you and I, It will be
readily appreciated that the former, though not the latter, kind
of hypercorrection could eventually lead to what might well be
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described, macroscopically and in retrospect, as a regular sound-
change.

It is not being suggested, of course, that all sound-change can be
explained in this way. We must still allow for the possibility of
gradual and imperceptible phonetic drift over time throughout all
the words in which a particular sound occurs, The point being made
is simply that a variety of causal factors may interact to produce the
same kind of end-result: something that is usually regarded as
regular sound-change and, in the Neogrammarian tradition at least,
contrasted with such allegedly sporadic phenomena as analogy and
borrowing.

Scholars who emphasize the distinction between internal and
external factors — and more especially those subscribing to the
tenets of structuralism and functionalism (ef. 7.2, 7.3) - tend to
attribute as much language-change as they can to what are classified
as internal factors; especially to the continual readjustments that
are made by a language-system as it moves from one state of
equilibrium (or near-equilibrium) to another. One of the most
influential proponents of this point of view has been the French
scholar, André Martinet, who has tried to account for language-
change, and more particularly sound-change, with reference to his
conception of languages as self-regulating semiotic systems,
governed by the complementary principles of least effort and
communicative clarity, The former principle (under which one can
subsume such physiologically explicable phenomena as assimilation
and haplology, referred to above, and also the tendency to shorten
forms of high predictability) will have the effect of reducing the
number of phonological distinctions and of maximizing the work
that each of them does. It will be held in check, however, by the
necessity of maintaining a sufficient number of distinctions for the
purpose of keeping apart utterances that might otherwise be con-
fused in the acoustic conditions under which spoken languages are
normally used. This notion has a good deal of intuitive appeal and a
certain number of sound-changes have been explained in terms of
it. So far, however, it has not been convincingly shown to have all
the explanatory power its proponents claim for it,

The main contribution that the structuralists and functionalists
have made to historical linguistics comes from their insistence that
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each postulated change in a language-system must be evaluated
terms of its implications for the system as a whole. For exampl '
they have made it clear that the several parts of Grimm’s Law (or of
thtI:'. Great Vowel Shift, which took place in the transition from
Middle English to Early Modern English) must be considered
t(?gether. And they have raised interesting questions about t!tu.
kinds of chain-reactions that seem to take place at certain peri ﬂ-ds.;l.ll..
the historical development of languages. To take Grimm's Law as
our example: did the PIE voiced aspirates, [*b", *d®, *gt], in losing.
their aspiration, cause the PIE voiced unaspirated stops, [*b, ‘r.i.':
*gl, to lose their voice and this in turn cause the PIE voiceless stops
[*p, *t, *k], to become fricatives? Or was it rather that the PIE
voiceless stops initiated the process, pulling the others behind
them, as it were, into the place that they were leaving vacant? These
q.uestiﬂns may not be answerable. But they do at least give recogni-
tion to the fact that the several changes summarized in Grimm's
Law may be causally connected,

What is now referred to as internal reconstruction (in contrast
with reconstruction by means of the comparative method) may also
be set to the eredit of structuralism. This is based on the conviction
that synchronically observable partial regularities and asymmetries
clan be explained with reference to what were fully regular, produc-
tive processes at an earlier period. For example, even if we had no
comparative evidence to go on and no records of earlier stages in
the development of English, we might infer that the partial regular-
ities evident in the English strong verbs (cf. drive : drove : driven
ride : rode : ridden; sing :sang : sung, ring: rang:rung; etc.) WE.I'!;
the relics, as it were, of an earlier more fully regular system of
verb-inflection. Internal reconstruction is now a recognized part of
the methodology of historical linguistics and it has proved its worth 14
on several occasions. .

As we shall see later, generativism develops out of, and in part
continues, a particular version of structuralism. It is characteristic
of generativism that it should see language-change in terms of the
addition, loss or reordering of the rules that determine a speaker’s
|i!lgui51iﬂ competence. In so far as the competence/performance
distinction can be identified with the langue/parole distinction of
Saussurean structuralism (cf. 7.2), the contribution made to the
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theory and methodology of historical linguistics by generativists can
be seen as a refinement and development of the structuralists’
conception of language-change. Preference is given in both cases to
what are classified as internal factors, The stgucturalists’ notion of
self-regulation has been replaced with that ofsthe restructuring of
the rules of the language-system and a tendency towards simplifica-
tion. It is difficult to see any fundamental differences between these
two notions.

However, one difference between the Chomskyan competence/
performance distinction and the Saussurean distinction of langue/
parole is that the former lends itself more readily than the latterto a
psychological interpretation. Generativists, as we shall see, have
been much concerned, for various reasons, with the problem of
language-acquisition by children. They have emphasized the fact
that the child, as he begins to acquire his native language, is not
taught the rules of the underlying system, but must infer these from
the patterns of correspondence between form and meaning which
he detects in the utterances that he hears around him. What is
traditionally regarded as false analogy (e.g. the child’s tendency to
say goed rather than wen) is seen by the generativist as part of the
more general process of the acquisition of rules.

Generativists are not the first to have sought an explanation of
language-change in the transmission of language from one genera-
tion to another. But they have looked more carefully than others at
the process of language-acquisition in terms of the nature of the
rules that are required at identifiable stages in this process. Further-
more, they have begun to investigate in detail syntactic, as well as
phonological and morphological, change: syntactic change was
hardly dealt with at all, other than occasionally and unsystemati-
cally, until recently. Most important of all, however, is the fact that
generativism has provided historical linguistics with a more precise
conception of formal and substantive universals, in relation to

which postulated changes in prehistoric and unattested stages of a
language can be evaluated as more or less probable.

On the debit side, both structuralism and generativism have been
inclined to pay insufficient attention to the importance of synchro-
nic variation as a factor in language-change. Apart from anything
else, this has given rise to such pseudo-questions as the following: Is
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sound-change sudden or gradual? Does language-change originate
in competence or performance? As far as the first of these two
questions is concerned, it is now over a hundred years since Johans
nes Schmidt challenged the family-tree concept of language-
relatedness favoured by the Neogrammarians, and pointed out that
innovations of all kinds, and more particularly sound-changes, can
spread out from a centre of influence, like waves on a lake, losing
force as they reach points further and further from the centre. In the
decades that followed, it was demonstrated, especially by scholars
working on the history of the Romance languages, where there was
abundant evidence, both synchronic and diachronic, that what has
come to be called the wave theory of language-change provided a
more satisfactory account of the facts, in many cases at least, than
did the more orthodox family-tree theory, with its inbuilt assump-
tions of sudden and thereafter continuous divergence between re-
lated dialects. It was also shown, by dialectologists, that, far from
applying simultaneously to all words in which they were applicable,
sound-changes might originate in just one or two words and then
spread to other words and, along the lines of communication, to
other areas. If this is generally the case, it is clear that the question
whether sound-change is gradual or sudden loses much of its point.
Since it also turns out to be the case that individuals may fluctuate in
their usage, between an older and a newer form, so too does the
guestion whether language-changes originate in competence or
performance,
More recently, sociolinguists have shown that what is true of the
geographical diffusion of phonological, grammatical or lexical
variants also holds true of their diffusion through the socially dis- i
tinguishable classes of a given community. In general, it has become
clear that social factors (of the kind that we shall consider in
Chapter g) are far more important in language-change than was
previously realized. After all, it is not only geographical, or even
political, boundaries that set limits to the degree of intercommu-
nication among people living in the same area, Social dialects may
be as distinct from one another as geographically based dialects. On
the other hand, given the right social conditions (breakdown in a
traditionally stratified society, the imitation of upper-class forms or
expressions, etc.), one social dialect may be modified by contact
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with another. Indeed, it is now coming to be accepted that bilingual-
ism and diglossia — and even pidginization and creolization — may
have played a much more extensive role in the formation of the
language-families of the world than was once thought to be the case
(cf. 9.3, 9.4).

We began this section with the question: Why do languages
change in the course of time? We may conclude it by repeating what
was said in an earlier chapter (cf. 2.5): the ubiquity and con-
tinuity of language-change is far less puzzling once it is realized that
no natural language is ever stable or uniform and that much of
what is describable, macroscopically, as language-change is the
product of socially conditioned synchronic variation. This is not to
say that all language-change is to be accounted for in this way,
but only that social factors are undoubtedly far more important
than they were once thought to be.

FURTHER READING

Most general textbooks and introductions to linguistics have chapters on
language-change, In particular, Bloomfield (1935), chapters 1827, is still
well worth reading for an essentially Meogrammarian view, with many now
classic examples from English and other languages.

Recent introductions to historical linguistics as such include Aitchison
{1981); Bynon (1977); Lehmann (1973). Bynon (1977: 281-2) gives addi-
tional references, by topic, for everything dealt with in this chapter; Aitchi-
son (1981) emphasizes the role of social factors in language-change.

On the history of English (at various levels of detail and technicality):
Barber (1972); Baugh (1965); Francis (1967); Lass (1969); Potter (1950);
Strang (1970); Traugott (1972). For other languages and language-families,
the Encyclopaedia Britannica, 15th edn (1974) is the most convenicnt work
of reference.

QUESTIONS AND EXERCISES

1. What grounds are there for recognizing three different periods in the
history of English: Old English (Anglo-Saxon), Middle English and
Modern English?

2. On the basis of information to be found in encyclopaedias or other
works of reference, list the principal extant members of the Germanic,
Romance and Slavonic families of languages.

3. What is a proto-language?

4. Explain the purpose of reconstruetion in historical linguistics.




214 Language-change

5

10,

II.

Iz,

13.

14.

I5.

16.

. Why do you think Sir William Jones attached so much importance to

. “One of the strongest reasons for adopting the assumption of regular

. Give an account of Grimm®s Law (using examples other than those in

. Explain what is meant by the analogical regularization of synchronically

English, like French, Russian, Hindi, etc,, is said to be an Indo-
European language, What does this mean and is it true? How about
Finnish, Hungarian, Basque, Turkish, Tamil?

what he called *the roots of verbs™ and the “forms of grammar”
(cf. p. 188)7

phonetic change is the fact that the constitution of the residues . , .
throws a good deal of light upon the origin of new forms" (Bloomfield,
1935: 405). Discuss,

the text) and show how Verner’s Law relates to it,

irregular forms.

What inferences can be drawn about the history of a langoage from the
existence of lexical doublets? Make a list of ten such pairs of lexemes in
Modern English other than those used as examples in the text. What
distinction, if any, would you draw between lexical doublets and co-
existent grammatically equivalent forms of the same lexeme (gof:
gotten, learnt : learned, dived : dove)? How would you classify brothers
. brethren, mediums : media, struck @ siricken in relation to such a
distinction?

Comment upon the following more or less fossilized forms and con-
structions: Rest in peace!, Bless you!, If it please your Majesty . . _ (cf.
also If your Majesty pleases . . ), methinks (vs. [ think). What light do
they throw on earlier stages of English?

Such fixed expressions in Modern English as ‘meat and drink’
and ‘neither flesh nor fowl (nor good red herring)’ preserve older
meanings of some or all the constituents. Can you think of similar
examples?

Show how borrowing can account for apparent exceptions to the regu-
lar operation of a sound-law.

“Language change, then, offers important evidence about the nature
of human language — namely that it is rule-governed” {Akmajian,
Demers & Harnish, 1979: 226). Discuss this statement in relation to the
generativists' notion of restructuring,

*What is perhaps the meost important contribution towards an under-
standing of the actual mechanism of language change has come from
the detailed sociolinguistic investigation of living speech communities”
(Bynon, 1g77: 108). Discuss,

Explain and exemplify the notion of internal reconstruction.

17.

18.

19.

Questions and exercises 215

Compare and contrast the family-tree theory and the wave theory
{Wellentheorie) of language-development.

Evaluate the contribution that structuralism and generativism have
made to the theory and methodology of historical linguistics.

What contribution can the study of (a) language-acquisition and (b)
pidgins and creoles make to historical linguistics? (This question is best
tackled after reading Chapters 8 and 9.}
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Some modern schools and movements

2.1 Historicism

In this chapter, I will discuss a number of twentieth-century move-
ments in linguistics which have shaped current attitudes and
assumptions, The first of these, to which [ will give the label histor-
icism, is usvally thought of as being characteristic of an earlier
period of linguistic thought. It is of importance in the present
connection in that it prepared the way for structuralism,

Writing in 1922, the great Danish linguist, Otto Jespersen, began
one of the most interesting and controversial of his general books
on language with the following sentence: *The distinctive feature of
the science of language as conceived nowadays is its historical
character.” Jespersen was here expressing the same point of view as
Hermann Paul had done in his Prinzipien der Sprachgeschichie
( Principles of Language History), first published in 1880 and com-
monly described as the bible of Neogrammarian orthodoxy: the
view that (to quote from the fifth edition of Paul's book, which
appeared in 1920) "“as soon as one goes beyond the mere statement
of individual facts, as soon as one tried to grasp their interconnec-
tion [den Zusammenhang], to understand the phenomena [die
Erscheinungen|, one enters upon the domain of history, albeit
perhaps unconsciously”, Both Jespersen's book and the fifth edi-
tion of Paul’s Prinzipien, it will be noted, were published several
years after Saussure's posthumous Cours de linguistique générale,
which inaugurated the movement now known as structuralism, and
only a few years before the foundation of the Prague Linguistic
Circle, in which structuralism was combined with functionalism and
some of the ideas of present-day generativism had their origin.
Structuralism, functionalism and generativism are the principal
movements, or attitudes, with which we shall be concerned in this
chapter.
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It is interesting to observe, in passing, that Bloomfield, in
Language (1935), whilst recognizing the great merits of Paul's
Prinzipien, criticized it, not only for its historicism, but also for its
mentalism and its substitution of what Bloomfield regarded as
*philosophical and psychological pseudo-explanations” for inductive
generalization on the basis of “descriptive language study™. The
wheel has now come full circle! For, as we shall see later, Bloom-
fieldian descriptivism (which may be regarded as a peculiarly Amer-
ican version of structuralism) provided the environment in which
Chomskyan generativism was born and against which it reacted. It
is impossible, in a book of this nature, to do justice to the complex-
ity of the relations that hold among twentieth-century schools of
linguistics and of the influence that one school has exerted upon
another. What follows, in this chapter, is highly selective and, of
necessity, involves a certain amount of personal interpretation. It
is, of course, a truism that one cannot achieve a genuinely historical
perspective in relation to contemporary ideas and attitudes. Even
to try to do so may be itself a kind of historicism!

But what, precisely, is historicism — in the sense in which the term
is being employed here? It is the view, expressed most forcefully by
Paul in the passage from which just one sentence was quoted above,
that linguistics, in so far as it is, or aspires to be, scientific, is
necessarily historical in character. More particularly, the historicist
takes the view that the only kind of explanation valid in linguistics is
the kind of explanation which a historian might give: languages are
as they are because, in the course of time, they have been subject to
a variety of internal and external causal forces - such forces as were
mentioned in the final section (6.5) of the chapter on historical
linguistics. In taking this view, the great nineteenth-century
linguists were reacting against the ideas of the philosophers of the
French Enlightenment and their predecessors in a long tradition,
which goes back, ultimately, to Plato, Aristotle and the Stoics,
whose aim it was to deduce the universal properties of language
from what were known, or assumed, to be universal properties of
the human mind.

Historicism, in the sense in which the term is being used
here, does not necessarily imply evolutionism: the view that there
is directionality in the historical development of languages.
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Evolutionism was, in fact, quite influential in linguistics in the late
nineteenth century; and Jespersen, in the book referred to above,
defends a particular version of it. Other versions have been put
forward by idealists of various schools; and also, of course, within

the framework of dialectical materialism, by Marxists. It is prob-

ably true to say, however, that, with a few notable exceptions, most

linguists in the twentieth century have rejected evolutionism (cf.

1.4). Historicism, as we shall see in the following section, is one of

the movements against which structuralism reacted and in relation

to which it may be defined.

7.2 Structuralism

What is commonly referred to as structuralism, especially in
Europe, is of multiple origin. Itis both conventional and convenient
to date its birth as an identifiable movement in linguistics from the
publication of Saussure's Cours de linguistique générale in 1916,
Many of the ideas that Saussure brought together in the lectures
that he delivered at the University of Geneva between 1907 and
1911 (upon which the Cours is based) can be traced back into the
nineteenth century and beyond.

Several of the constitutive distinctions of Saussurean structural-
ism have been introduced already (though not always in Saussurean
terminology). It suffices to remind the reader of them and to show
how they fit together. Since we have just been discussing histori-
cism, it is natural to begin with the distinction between the synchro-
nic and diachronic point of view in the study of languages (cf. 2.5).

As we have seen, the Neogrammarians took the view that linguis-
tics, in so far as it is scientific and explanatory, must necessarily be
historical. Against this view, Saussure argued that the synchronie
description of particular languages could be equally scientific; and
also that it could be explanatory. Synchronic explanation differs
from diachronic, or historical, explanation in being structural,
rather than causal: it gives a different kind of answer to the ques-
tion, “Why are things as they are?” Instead of tracing the historical
development of particular forms or meanings, it demonstrates how
all the forms and meanings are interrelated at a particular point in
time in a particular language-system. It is important to realize that,
in opposing the Neogrammarian view, Saussure was not denying
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the validity of historical explanation. He had made his reputation,
as a very young man, with a brilliant reconstruction of the Proto-
Indo-European vowel-system; and he never abandoned his interest
in historical linguistics, What he was saying in his Geneva lectures
on general linguistics was that the synchronic and the diachronic
modes of explanation were complementary; and that the latter was
logically dependent upon the former.

It is as if we were asked to explain why, let us say, a Rolls Royce
car-engine of such-and-such a model and such-and-such a year was
as it is. We could give a diachronic explanation in terms of the
changes that had taken place, over the years, in the design of the
carburettor, the crankshaft, etc.; and this would be a perfectly
appropriate answer to the question. Alternatively, we could de-
scribe the role that each component plays in the synchronic system;
and in doing so we should be explaining how the engine fits together
and how it works. This would be a non-historical, structural (and
functional) explanation of the facts. Since languages are not de-
signed and, in Saussure's view at least, do not evolve through time
according to some external or internal purpose, we must be careful
not to press this analogy of the car-engine too hard (just as we must
not press too hard Saussure’s own analogy of the game of chess: cf.
2.5). Due allowance being made for the absence of a controlling
designer and the difference between a machine and a social institu-
tion, we can say, quite legitimately, though metaphorically, that a
structural description of a language tells us how all the components
fit together.

There are certain aspects of Saussure's distinction between the
diachronic and the synchronic point of view that are controversial,
not to say paradoxical: in particular, his assertion that structuralism
has no place in historical linguistics. This is paradoxical in view of
the fact that Saussure’s own early work on the Proto-Indo-
European vowel-system in 1879 can be seen as foreshadowing what
would be later described as internal reconstruction; and, as we have
seen, this method of reconstruction was subsequently refined and
adopted by scholars who called themselves structuralists and drew
their inspiration, at least partly, from Saussure (cf. 6.5). However,
it would seem that Saussure himself believed, rightly or wrongly,
that all changes originated outside the language-system itself and
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did not take account of what were later to be identified as structural
pressures within the system operating as internal causal factors of
language-change. No more need be said about this.

Little need be said either about Saussure’s dichotomy between
langue and parole: between the language-system and language-
behaviour (cf. 1.3, 2.6). What must be emphasized, at this point, is
the abstractness of Saussure’s conception of the language-system,
A language (langue), says Saussure, is a form, nota substance, The
term ‘form’ is well established in this sense in philosophy and
relates, on the one hand, to Wilhelm von Humboldt's notion of the
inner form of a language (innere Sprachform) and, on the other, to
the Russian formalists’ notion of form as opposed to content in
literary analysis. But it is potentially misleading (cf. 2.6). We are
not doing viclence to Saussure’s thought if we say that a language is
a structure, implying by the use of this term that it is independent of
the physical substance, or medium, in which it is realized. ‘Struc-
ture’, in this sense, is more or less equivalent to 'system’: a language
is a two-level system of syntagmatic and substitutional (or paradig-
matic) relations (cf. 3.6). It is this sense of *structure’ — the sense in
which particular emphasis is given to the internal combinatorial and
contrastive relations within a language-system — that makes the
term ‘structuralism’ appropriate to several different twentieth-
century schools of linguistics, which might differ one from another
in various respects, including the abstractness of their conception of
language-systems and their attitudes to the fiction of homogeneity
(cf. 1.6). As we shall see later, generativism is also a particular
version of structuralism in this very general sense.

But there are other features of Saussurean structuralism that are
more distinctive of it. One is the assertion that “the one and only
true object of linguistics is the language-system [la langue] envis-
aged in itself and for itself”. Actually, this famous quotation from
the last sentence of the Cours may not accurately represent Saus-
sure’s view, since the sentence appears to have been added by the
editors without warrant in the lectures themselves. There is some
doubt, too, as to what exactly is meant by “in itself and for itself"
(*en elle-méme et pour elle-méme""). However, in the Saussurean
tradition it has usually been taken to imply that a language-system is
a structure that can be abstracted, not only from the historical
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forces that have brought it into being, but also from the social
matrix in which it operates and the psychological process by which it
is acquired and made available for use in language-behaviour. Thus
interpreted, the Saussurean slogan, whether it originated with the
master himself or not, has often been used to justify the principle of
the autonomy of linguistics (i.e. its independence of other disci-
plines) and a methodological distinction of the kind that was drawn
in an earlier chapter between microlinguistics and macrolinguistics
(cf. 2.1). It has also been identified, at times, with the somewhat
different, but no less characteristically structuralist, slogan that
every language-system is unique and should be described on its own
terms. We shall come back to this point (cf. 10.2).

There might seem to be some conflict between Saussure’s view (if
indeed it was his view) that the language-system should be studied
in abstraction from the society in which it operates and the view
(which he certainly did hold) that languages are social facts. The
conflict is only apparent. For even if they are social facts — in the
sense in which the term ‘social fact’ was employed by the great
Erench sociologist, Emile Durkheim (1858-1917), Saussure's con-
temporary — they have their own unique constitutive principles. As
we have seen, a structural analysis of a language-system is not to be
confused with a causal account of how the system came to be as it is.
In saying that language-systems are social facts, Saussure was
asserting several things: that they are different from, though no less
real than, material objects; that they are external to the individual
and make him subject to their constraining force; that they are
systems of values maintained by social convention.

More particularly, he took the view that they are semiotic sys-
tems in which that which is signified (le signifi¢) is arbitrarily associ-
ated with that which signifies (le signifiant). This is Saussure's
famous principle of the arbitrariness of the linguistic sign (I'arbi-
traire du signe) — a principle which was discussed, independently of
the role it fulfils in Saussurean structuralism, in an earlier chapter
(cf. 1.5). The important point to note here, and it is essential for the
understanding of Saussurean structuralism, is that the sign is not a
meaningful form: it is a composite entity which results from the
imposition of structure on two kinds of substance by the camhingm-
rial and contrastive relations of the language-system. Meanings
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cannot exist independently of the forms with which they are assoei-
ated; and vice versa. We must not think of a language as a nomen-
clature, says Saussure: that is, as a set of names, or labels, for
pre-existing concepts, or meanings. The meaning of a word - or
rather, that aspect of its meaning which Saussure called the ‘signifié’
(that aspect of meaning which is wholly internal to the language-
system; its sense, rather than its reference or denotation: cf. 5.3)—is
the product of the semantic relations which hold between that word
and others in the same language-system. To invoke the traditional
philosophical distinction between essence and existence, it derives
not only its essence (what it is), but also its existence (the fact that it
is) from the relational structure that is imposed by the language-
system upon the otherwise unstructured substance of thought.
Similarly, what Saussure calls the ‘signifiant’ of a word — its phono-
logical shape, as it were — results ultimately from the network of
contrasts and equivalences that a particular language-system
imposes upon the continuum of sound,

We need proceed no further with our investigation of Saussurean
structuralism as such, What has just been said is no doubt difficult to
comprehend when it is formulated in such general terms, as it has
been here. It should be comprehensible, however, as far as the
imposition of structure on the substance of sound is concerned, in
the light of the distinction drawn earlier between phonetics and
phonology (cf. 3.5). Whether we can legitimately talk of the imposi-
tion of structure upon the substance of thought in the same sort of
way is, to say the least, problematical.

The Saussurean view of the uniqueness of language-systems and
of the relation between structure and substance leads naturally,
though by no means inevitably, to the thesis of linguistic relativity:
the thesis that there are no universal properties of human languages
(other than such very general semiotic properties as arbitrariness,
productivity, duality and discreteness: cf. 1.5); the thesis that every
language is, as it were, a law unto itself. Any movement or attitude
in linguistics which accepts this point of view may be referred to
conveniently, as relativism and contrasted with universalism. Rela-
tivism, in a stronger or weaker form, has been associated with most
kinds of twentieth-century structuralism. In part, it can be seenas a
methodologically healthy reaction to the tendency to describe the
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indigenous languages of the New World in terms of the categories of
Western traditional grammar. But relativism has also been de-
fended by its proponents, in association with structuralism, in the
more controversial context of the discussion of such traditional
philosophical issues as the relation between language and mind and
the role played by language in the acquisition and representation of
knowledge (cf. 10.2). Both philosophical and methodological rela-
tivism have been rejected, by Chomsky and his followers, as we
shall see, in their formulation of the principles of generativism (cf.
7.4). What needs to be emphasized here is the fact that, although
there is a strong historical connection between structuralism and
relativism, there have been many structuralists — notably Roman
Jakobson and other members of the Prague School (cf. 7.3) = who
never accepted the more extreme forms of relativism. This holds
not only within linguistics, but also in other disciplines, such as
social anthropology, in which structuralism has been an important
twentieth-century influence.

We cannot go into the relation between structural linguistics and
structuralism in other fields of investigation. It must be appreciated,
however, that structuralism is very much an interdisciplinary move-
ment. Saussurean structuralism, in particular, has been a powerful
force in the development of a characteristically French approach to
semiotics (or semiology) and its application to literary criticism, on
the one hand, and to the analysis of society and culture, on the
other. Taking ‘structuralism’ in a more general sense, we can say, as
the philosopher Ernst Cassirer did in 1945: “Structuralism is no
isolated phenomenon; it is, rather, the expression of a general
tendency of thought that, in these last decades, has become more
and more prominent in almost all fields of scientific research.”
What characterizes structuralism, in this more general sense, is a
greater concern with the relations which hold among entities than
with the entities themselves. There is a natural affinity, in this
respect, between structuralism and mathematics; and one of the
criticisms most commonly made of structuralism is that it exagger-
ates the orderliness, elegance and generality of the relational pat-
terns in the data that it investigates.
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7.3 Functionalism

The terms ‘functionalism’ and ‘structuralism’ are often employed in
anthropology and sociology to refer to contrasting theories or
methods of analysis. In linguistics, however, functionalism is best
seen as a particular movement within structuralism. It is charac-
terized by the belief that the phonological, grammatical and semantic
structure of languages is determined by the functions that they have
to perform in the societies in which they operate, The best-known
representatives of functionalism, in this sense of the term, are the
members of the Prague School, which had its origin in the Prague
Linguistic Circle. founded in 1926 and particularly influential in
European linguistics in the period preceding the Second World
War. Not all the members of the Prague Linguistic Circle, inciden-
tally, were based in Prague; nor were they all Czech. Two of its most
influential members Roman Jakobson and Nikolaj Trubetzkoy,
were émigré Russians, the former teaching in Brno and the latter in
Vienna. From 1928, when the Prague School manifesto (as one
might call it) was presented to the First International Congress of
Linguists held at The Hague, scholars from many other European
countries began to associate themselves, more or less closely, with
the movement. The Prague School has always acknowledged its
debt to Saussurean structuralism, although it has tended to reject
Saussure’s point of view on certain issues, especially on the sharp-
ness of the distinction between synchronic and diachronic linguis-
tics and on the homogeneity of the language-system.

It was in phonology that the Prague School first made its impact.
In fact, the notion of functional contrast, which was invoked above
in drawing the distinction between phonetics and phonology, is
essentially that of Trubetzkoy, whose concept of distinctive fea-
tures, as modified by Jakobson and later by Halle (working in
collaboration with Chomsky), has been incorporated within the
theory of generative phonology (cf. 3.5). But the distinctive func-
tion of phonetic features is only one kind of linguistically relevant
function recognized by Trubetzkoy and his followers. Also to be
noted are demarcative function, on the one hand, and expressive
function, on the other.

Many of the suprasegmental features referred to above — stress, '
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tone, length, etc. (cf. 3.5) = have a demarcative, rather than a
distinctive, function in particular language-systems: they are what
Trubetzkoy called boundary-signals (Grenzsignale). They do not
serve to distinguish one form from another on the substitutional
(or, in Saussurean terms, paradigmatic) dimension of contrast; they
reinforce the phonological cohesion of forms and help to identify
them syntagmatically as units by marking the boundary between
one form and another in the chain of speech. For example, in many
languages, including English, there is no more than one primary
stress associated with each word-form. Since the position of the
primary stress on English word-forms is only partly predictable, its
association with one syllable rather than another does not identify
word-boundaries quite so clearly as it does in languages (such as
Polish, Czech or Finnish) with so-called fixed stress. Nevertheless,
word-stress does have an important demarcative function in
English. So too does the occurrence of particular sequences of
phonemes. For example, /h/ rarely occurs in English (otherwise
than in proper names) except at the beginning of a morpheme, and
/n/ never occurs without a following consonant except at the end.
The occurrence of either of these phonemes can serve therefore to
indicate the position of a morpheme-boundary. It is not just pros-
odic features that have demarcative function in a language-system;
and this is something that phonologists have often failed to appreci-
ate. The fact that not all sequences of phonemes are possible
word-forms of a language is of importance for the identification of
those forms that do occur in utterances.

By the expressive function of a phonological feature is meant its
indication of the speaker’s feelings or attitude. For example, word-
stress is not distinctive in French; and it does not play a demarcative
role, as it does in many languages. There is, however, a particular
kind of emphatic pronunciation of the beginning of the word which
has an acknowledged expressive function. It is probably true to say
that every language puts a rich set of phonological resources at the
disposal of its users for the expression of feeling. Unless the notion
of linguistic meaning is restricted to that which is relevant to the
making of true and false statements, it is surely right to treat the
expressive function of language on equal terms with its descriptive
function (cf. 5.1).
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It is not only in phonology that members of the Prague School
demonstrated their functionalism, and more especially their readi-
ness to take full account of the expressive and interpersonal fune-
tions of language. From the outset, they have opposed, not only the
historicism and positivism of the Neogrammarian approach to lan-
guage, but also the intellectualism of the pre-nineteenth-century
Western philosophical tradition, according to which language is the
externalization or expression of thought (and ‘thought® is under-
stood to mean propositional thought). Intellectualism, as we shall
see, is one of the components of that complex and heterogeneous
movement in modern linguistics to which we are giving the label
‘generativism’ (cf. 7.4). There is no logical contradiction between
functionalism and intellectualism. After all, one might as an intel-
lectualist take the view that the sole or primary function of language
is the expression of propositional thought and yet as a functionalist
maintain that the structure of language-systems is determined by
their teleological adaptation to this their sole or primary function,
In practice, however, not only Prague School linguists, but also
others who have called themselves functionalists, have tended to
emphasize the multifunctionality of language and the importance of
its expressive, social and conative functions, in contrast with or in
addition to its descriptive function.

One of the enduring interests of the Prague School, as far as the
grammatical structure of languages is concerned, has been fune-
tional sentence perspective (to use the term which emphasizes the
functionalist motivation of research on this topic). It was pointed
out in an earlier chapter that

(1) This morning he got up late
and
(2) He got up late this morning

might be regarded as different versions of the same sentence or,
alternatively, as different sentences (cf. 4.2). Whichever point of
view we adopt, two things are clear: first, that (1) and (2) are
truth-conditionally equivalent and therefore, on a narrow inter-
pretation of ‘meaning’, can be said to have the same meaning (cf.
5.1); second, that the contexts in which (1) would be uttered differ

7.3 Functionalism 227

systematically from the contexts in which (2) would be uttered. In
so far as word-order is held to be a matter of syntax, we can say that,
in some languages at least, the syntactic structure of utterances (or
of sentences, under a definition of ‘sentence’ which would make (1)
and (2) different sentences) is determined by the communicative
setting of the utterance, and in particular by what is taken for
granted, or given as background information and what is presented
against this background as being new to the hearer and thus
genuinely informative. Considerations of this kind are involved in
the definition of what Prague School linguists have called functional
sentence perspective. There are differences of terminology and of
interpretation which make it difficult to compare the various func-
tionalist treatments of the communicative settings of utterances
within a common theoretical framework, What they all share is the
conviction that the structure of utterances is determined by the use
to which they are put and the communicative context in which they
oecur.

In general, we can say that functionalism in linguistics has tended
to emphasize the instrumental character of language. There is a
natural affinity, therefore, between the functionalist viewpoint and
that of the sociolinguist or of such philosophers of language as have
subsumed language-behaviour under the more embracing notion of
social interaction. Functionalism is, in this respect and in others,
firmly opposed to generativism (cf. 7.4).

But is it true, as the functionalist maintains, that the structure of
natural languages is determined by the several interdependent
semiotic functions — expressive, social and descriptive — that they
fulfil? If it were, their structure would be in this respect non-
arbitrary; and in so far as different language-systems fulfilled the
same semiotic functions, they could be expected to be similar, if not
identical, in structure. Now it is possible that linguists have at times
exapgerated the arbitrariness of grammatical processes and have
failed to give due weight to functional considerations in the descrip-
tion of particular phenomena. It is also possible that functional
explanations will ultimately be found for many facts which at pre-
sent seem to be quite arbitrary: for example, the fact that the
adjective regularly precedes the noun in noun phrases in English,
but usually follows its noun in French; the fact that the verb is put at
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the end of subordinate clauses in German; and so on. In certain
instances it has been noted that the presence of one such apparently
arbitrary property in a language tends to imply the presence or
absence of another apparently arbitrary property. But so far at least
implicational universals of this kind have not been satisfactorily
explained in functional terms. It would seem that there is indeed a
good deal of arbitrariness in the non-verbal components of
language-systems, and more particularly in their grammatical strue-
ture (cf. 7.4); and that functionalism, as defined above, is un-
tenable. It does not follow, of course, that weaker versions of
functionalism, according to which the structure of language-systems
is partly, though not wholly, determined by function are equally
untenable. And linguists who call themselves functionalists tend to
adopt one of the weaker versions.

7.4 Generativism

The term ‘generativism' is being used here to refer to the theory of
language that has been developed, over the last twenty years or so,
by Chomsky and his followers. Generativism, in this sense, has
been enormously influential, not only in linguistics, but also in
philosophy, psychology and other disciplines concerned with
language.

Generativism carries with it a commitment to the usefulness and
feasibility of describing human languages by means of generative
grammars of one type or another. But there is much more to
generativism than this. As has already been pointed out, although a
:I;:ﬂmmitllnent to the tenets of generativism necessarily implies an
interest in generative grammar, the converse does not hold true (cf.
4.6). Indeed, relatively few of the linguists who were impressed by
the technical advantages and heuristic value of Chomsky's system
of transformational-generative grammar when he first put this for-
ward in the late 19505 have ever explicitly associated themselves
with the body of assumptions and doctrines that is now identifiable
as generativism. Itis also worth emphasizing that these assumptions
and doctrines are, for the most part, logically unconnected. Some of
them, as [ shall indicate below, are more widely accepted than
others. However, the influence of Chomskyan generativism upon
all modern linguistic theory has been so deep and so pervasive that

7.4 Generativism 229

even those who reject this or that aspect of it tend to do so in terms
that Chomsky has made available to them.

Generativism is usually presented as having developed out of,
and in reaction to, the previously dominant school of post-
Bloomfieldian American descriptivism: a particular version of
structuralism. Up to a point, it is historically justifiable to see the
origin of generativism within linguistics in this light. But, as
Chomsky himself came to realize later, there are many respects in
which generativism constitutes a return to older and more tra-
ditional views about language. There are others in which genera-
tivism simply takes over, without due criticism, features of post-
Bloomfieldian structuralism which have never found much favour
in other schools of linguistics. It is impossible to deal satisfactorily
with the historical connections between Chomskyan generativism
and the views of his predecessors in this book; and, for present
purposes, it is unnecessary to attempt to do so. I will merely pick
out, and comment briefly upon, the most important of the recog-
nizably Chomskyan components of present-day generativism.

As was noted in Chapter 1, language-systems are productive, in
the sense that they allow for the construction and comprehension of
indefinitely many utterances that have never previously occurred in
the experience of any of their users (cf. 1.5). In fact, from the
assumption that human languages have the property of recursive-
ness — and this appears to be a valid assumption (cf. 4.5) ~ it follows
that the set of potential utterances in any given language is, quite
literally, infinite in number. Chomsky drew attention to this fact, in
his earliest work, in his criticism of the widely held view that
children learn their native language by reproducing, in whole or in
part, the utterances of adult speakers. Obviously, if children, from
a fairly early age, are able to produce novel utterances which a
competent speaker of the language will recognize as grammatically
well-formed, there must be something other than imitation in-
volved. They must have inferred, learned, or otherwise acquired
the grammatical rules by virtue of which the utterances that they
produce are judged to be well-formed. We shall be looking further
at the question of language-acquisition in a later chapter (cf. 8.4).
Here, it is sufficient to note that, whether Chomsky is right or wrong
about other issues that he has raised in this connection, there can be
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no doubt that children do not learn language-utterances by rote and
then simply reproduce them in response to environmental stimuli.

I have deliberately used the words ‘stimulus’ and ‘response’ at
this point. They are key-terms of the school of psychology known as
behaviourism, which was very influential in America before and
after the Second World War. According to the behaviourists every-
thing that is commonly described as being the product of the human
mind — including language — can be satisfactorily accounted for in
terms of the reinforcement and conditioning of purely physiological
reflexes: ultimately, in terms of habits, or stimulus—response pat-
terns, built up by the same kind of conditioning as that which
enables experimental psychologists to train laboratory rats to run
through a maze. Since Bloomfield himself had come to accept the
principles of behaviourism and had explicitly advocated them as a
basis for the scientific study of language in his classic textbook
(1935), these principles were widely accepted in America, not only
by psychologists, but also by linguists, throughout the so-called
post-Bloomfieldian period.

Chomsky has done more than anyone else to demonstrate the
sterility of the behaviourists’ theory of language. He has pointed
out that much of the technical vocabulary of behaviourism (‘stimu-
lus’, ‘response’, ‘conditioning’, ‘reinforcement’, etc.), if taken
seriously, cannot be shown to have any relevance to the acquisition
and the use of human language. He has shown that the behaviour-
ists’ refusal to countenance the existence of anything other than
observable physical objects and processes is based on an outdated
pseudo-scientific prejudice. He has asserted — and, as far as the
evidence goes, correctly — that language is free from stimulus-
control, This is what he means when he talks of ereativity: the
utterance that someone produces on any particular occasion is, in
principle, unpredictable and cannot be properly described, in the
technical sense of these terms, as a response to some identifiable
linguistic or non-linguistic stimulus.

Creativity is, in Chomsky’s view, a peculiarly human attribute,
which distinguishes men from machines and, as far as we know,
from other animals. But it is rule-governed creativity. And this is
where generative grammar comes into its own. The utterances that
we produce have a certain grammatical structure: they conform to
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identifiable rules of well-formedness. To the extent that we succeed
in specifying these rules of well-formedness, or grammaticality, we
shall have provided a scientifically satisfying account of that prop-
etty of language - its productivity (cf. 1.5) - which makes possible
the exercise of creativity. Productivity, it should be noted, is not to
be identified with creativity: but there is an intrinsic connection
between them. Our creativity in the use of language — our freedom
from stimulus-control — manifests itself within the limits set by the
productivity of the language-system. Furthermore, it is Chomsky’s
view — and this is a very central component in Chomskyan gener-
ativism — that the rules which determine the productivity of human
languages have the formal properties that they do have by virtue of
the structure of the human mind.

This brings us to mentalism. Not only the behaviourists, but
psychologists and philosophers of many different persuasions, have
rejected the distinction that is commonly drawn between body and
mind, Chomsky takes the view that it is a valid distinction (although
he would not necessarily accept the terms in which it has been
formulated in the past). And it is his contention that linguistics has
an important role to play in the investigation of the nature of the
mind. We will return to this question presently (cf. 8.2). Mean-
while, it is worth noting that there is far less difference between
Bloomfield’s and Chomsky's views of the nature and scope of
linguistics than one might expect. Bloomfield's commitment to
behaviourism had little practical effect upon the techniques of
linguistic description that he and his followers developed; and
Chomsky’s mentalism, as we shall see, is not of the kind that (to
quote Bloomfield) “'supposes that the variability of human conduect
is due to the interference of some non-physical factor”. Chomsky's
mentalism transcends the more old-fashioned opposition between
the physical and the non-physical that Bloomfield here invokes,
Chomsky, no less than Bloomfield did, wishes to study language
within the framework of concepts and assumptions provided by the
natural sciences.

Nevertheless, there are significant differences between Chom-
skyan generativism and both Bloomfieldian and post-Bloomfieldian
structuralism. One of these has to do with their attitudes towards
linguistic universals. Bloomfield and his followers emphasized the
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structural diversity of languages (as did the majority of post-
Saussurean structuralists: of. 7.2). Generativists, in contrast, are
more interested in what languages have in common. In this respect,
generativism represents a return to the older tradition of universal
grammar — as exemplified, most notably, by the Port-Royal gram-
mar of 1660 and a large number of eighteenth-century treatises on
language — which both Bloomfield and Saussure condemned as
speculative and unscientific. But Chomsky’s position is interestingly
different from that of his predecessors in the same tradition.
Whereas they tended to deduce the essential properties of language
from what they held to be the universally valid categories of logic or
reality, Chomsky is far more impressed with such universal
properties of language as cannot be so accounted for: in short, with
what is universal, but arbitrary (cf. 1.5). Another difference is that
he attaches more importance to the formal properties of languages
and to the nature of the rules that their description requires than he
does to the relations that hold between language and the world.

The reason for this change of emphasis is that Chomsky is looking
for evidence to support his view that the human language-faculty is
innate and species-specific: i.e. genetically transmitted and unique
to the species, Any universal property of language that can be
accounted for in terms of its functional utility or its reflection of the
structure of the physical world or of the categories of logic can be
discounted from this point of view. According to Chomsky, there
are several complex formal properties which are found in all
languages, and yet are arbitrary in the sense that they serve no
known purpose and cannot be deduced from anything else that we
know of human beings or of the world in which they live.

Whether there are indeed such universal formal properties in
language, of the kind that the generativists have postulated, is as yet
uncertain. But the search for them and the attempt to construct a
general theory of language-structure within which they would find
their place has been responsible for some of the most interesting
work in both theoretical and descriptive linguistics in recent years.
And many of the results that have been obtained are independently
valuable, regardless of whether they lend support to Chomsky’s
hypothesis about the innateness and species-specificity of the
language-faculty or not.
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A further difference between generativism and Bloomfieldian
and post-Bloomfieldian structuralism — though in this respect
generativism is closer to Saussurean structuralism — relates to the
distinction that Chomsky draws between competence and perform-
ance. A speaker’s linguistic competence is that part of his knowl-
edge — his knowledge of the language-system as such — by virtue of
which he is able to produce the indefinitely large set of sentences
that constitutes his language (in Chomsky's definition of a language
as a set of sentences: cf. 2.6). Performance, on the other hand, is
language-behaviour; and this is said to be determined, not only by
the speaker's linguistic competence, but also by a variety of non-
linguistic factors including. on the one hand, social conventions,
beliefs about the world, the speaker’s emotional attitudes towards
what he is saying, his assumption about his interlocutor’s attitudes,
etc. and, on the other hand, the operation of the psychological and
physiological mechanisms involved in the production of utterances.

The competence—performance distinction, thus drawn, is at the
very heart of generativism. As presented in recent years, it relates
to mentalism and universalism in the following way. A speaker's
linguistic competence is a set of rules which he has constructed in his
mind by virtue of his application of his innate capacity for language-
acquisition to the language-data that he has heard around him in
childhood. The grammar that the linguist constructs for the
language-system in question can be seen as a model of the native
speaker's competence. To the extent that it successfully models
such properties of linguistic competence as the ability to produce
and understand an indefinitely large number of sentences, it will
serve as a model of one of the faculties, or organs, of the mind, To
the extent that the theory of generative grammar can identify, and
construct a model for, that part of linguistic competence which,
being universal (and arbitrary) is held to be innate, it can be
regarded as falling within the province of cognitive psychology and
as making its own unique contribution to the study of man. It is, of
course, this aspect of generativism, with its reinterpretation and
revitalization of the traditional notion of universal grammar, which
has excited the attention of psychologists and philosophers.

The distinction between competence and performance, as drawn
by Chomsky, is similar to Saussure’s distinction between langue and
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parole. Both of them rest upon the feasibility of separating what is
linguistic from what is non-linguistic; and they both subscribe to the
fiction of the homogeneity of the language-system (cf. 1.6). As for
the differences between the two distinctions, it is arguable that
Saussure’s has less of a psychological slant to it than Chomsky's:
though Saussure himself is far from clear on this point, many of his
followers have taken the language-system to be something quite
abstract and other than even the idealized speaker’s knowledge of
it. A more clearly identifiable difference has to do with the role that
is assigned to the rules of syntax. Saussure gives the impression
that the sentences of a language are instances of parole; both he
and his followers talk of a langue as a system of relations and say
little or nothing about the rules that are required to generate
sentences. Chomsky, on the other hand, has insisted from the out-
set that the capacity to produce and understand syntactically well-
formed sentences is a central part - indeed, the central part - of
a speaker's linquistic competence. In this respect, Chomskyan
genierativism undoubtedly constitutes an advance upon Saussurean
structuralism.

Chomsky's competence—performance distinction has come in for
a lot of criticism. Some of this has to do with the validity of what I
have called the fiction of homogeneity: provided that ‘validity’ is
interpreted in terms of fruitfulness for the purpose of describing and
comparing languages, this line of criticism may be discounted. With
the same proviso we may also discount the criticism that Chomsky
draws too sharp a distinction between linguistic competence and the
other kinds of knowledge and cognitive ability that are involved in
the use of language as far as grammatical and phonological struc-
ture is concerned: semantic analysis is more problematical (cf. 5.6,
8.6). At the same time, it must be recognized that the terms ‘com-
petence’ and ‘performance’ are inappropriate and misleading as far
as the distinction between what is linguistic and what is non-
linguistic is concerned. Granted that language-behaviour, in so far
as it is systematic, presupposes various kinds of cognitive ability, or
competence, and that one kind is the speaker’s knowledge of the
rules and vocabulary of the language-system, it is confusing, to say
the least, to restrict the term ‘competence’, as Chomskyan gener-
ativists do, to what is assumed to pertain to the language-system,
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lumping everything else under the catch-all term ‘performance’. It
would have been preferable to talk about linguistic and non-
linguistic competence, on the one hand, and about performance, or
actual language-behaviour, on the other. And it is worth noting that
in his most recent work Chomsky himself distinguishes grammatical
competence from what he calls pragmatic competence.

By far the most controversial aspects of generativism are its
association with mentalism and its reassertion of the traditional
philosophical doctrine of innate knowledge (cf. 8.2). As far as the
more narrowly linguistic part of generativism is concerned (the
microlinguistic part: cf. 2.1), there is also much that is controver-
sial. But most of this it shares with post-Bloomfieldian structural-
ism, out of which it emerged, or with other schools of linguistics,
including Saussurean structuralism and the Prague School, with
which, in one respect or another, it has now associated itself. For
example, it continues the post-Bloomfieldian tradition in syntax, by
making the morpheme the basic unit of analysis and by attaching
more importance to constituency-relations than it does to de-
pendency (cf. 4.4). Its commitment to the autonomy of syntax (i.e.
to the view that the syntactic structure of languages can be de-
scribed without recourse to semantic considerations) may also be
attributed to its post-Bloomfieldian heritage, though many other
linguists, outside the post-Bloomfieldian tradition, have taken the
same view. As we have seen, Chomskyan generativism is closer to
Saussurean, and post-Saussurean, structuralism on the necessity of
drawing a distinction between the language-system and the use of
that system in particular contexts of utterance. It is also closer to
Saussurean structuralism and some of its European developments
in its attitude towards semantics, Finally, it has drawn heavily upon
Prague School notions in phonology, without however accepting
the principles of functionalism. Generativism is all too often
presented as an integrated whole in which the technical details of
formalization are on a par with a number of logically unconnected
ideas about language and the philosophy of science. These need to
be disentangled and evaluated on their merits,

FURTHER READING
On the recent history of linguistics: Ivié {1965); Leroy (1963); Malmberg
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(1964); Mohrmann, Sommerfelt & Whatmough (1961}; Norman & Som-
merfelt (1963); Robins (197gb).

O Saussurean and post-Saussurean structuralism: additionally Culler
{1976); Ehrmann (1970); Hawkes (1977); Lane (1g970); Lepschy (1970).
For those who read French, Sanders (1979} provides an excellent
introduction to Saussure's Cours, and to the more specialized critical
editions and commentaries.

On Prague School structuralism and functionalism: additionally Garvin
(1964); Jakobson (1973} Vachek (1964, 1966). See also Halliday (1970,
1976) for a partly independent approach.

On Chomskyan generativism, the literature both popular and scholarly is
by now immense. Much of it is controversial, misleading or outdated.
Lyons (1977a) will serve as a relatively straightforward introduction to
Chomsky’s own views and writings, and provides a bibliography and sug-
gestions for further reading. To the works listed there, one may now add:
Matthews (1979}, a lively critique of the central tenets of generativism;
Piattelli-Palmarini (1979}, which is particularly interesting for Chomsky's
own comments on the biological and psychological aspects of generativism;
Sampson (1980), which develops and in part modifies Sampson (1975);
Smith & Wilson (1979), a spirited and readable account of linguistics from a
Chomskyan point of view. Chomsky's own most recent publications have
tended to be rather technical, but Chomsky (1979) will bring the reader
more or less up to date.

QUESTIONS AND EXERCISES

1. What is historicism? How does it differ from evolutionism? What role
have they both played in the formation of twentieth-century linguistics?

2. Whai do you take 1o be the most important features of Saussurean
structuralism?

3. Distinguish clearly between ‘structuralism’ in its more general sense
and in the sense in which it is opposed to ‘generativism'.

4. “structuralism is based, in the first instance, on the realization that if
human actions or productions have a meaning there must be an under-
lying system of conventions which make this meaning possible™
(Culler, 1973: 21-2). Discuss.

5. Explain what is meant by functionalism in linguistics with particular
reference to the work of the Prague School.

6. “'Chomsky has done more than anyone else to demonstrate the sterility
of the behaviourists’ theory of language™ (p. 230). Discuss.

7. “The term ‘deep structure’ has, unfortunately, proved to be very

misleading, It has led a number of people to suppose that it is the deep
structures and their properties that are truly ‘deep’ in the non-technical
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sense of the word, while the rest is superficial, unimpartant, variable
across languages, and so on. This was never intended” (Chomsky,
1976: B2). How did Chomsky draw the deep/surface distinction in
Aspects (1965)7 What is its status today in Chomsky's own work and
that of other generativists?

. Why does Chomsky attach so much importance to the notion of formal

universals?

. “'there is far less difference between Bloomfield's and Chomsky's views

of the nature and scope of linguistics than one might expect” (p. 231).
Discuss.

“We have plenty of our own problems to mind. And if we mind those
we will rediscover the genuine virtues of generative grammar, as one
technique of linguistic deseription, which is especially appropriate for
syntax, and not as a model of competence” (Matthews, 1979: 106). Is
this fair comment? Do the author’s arpuments justify his conclusions?
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Language and mind

8.1 Universal grammar and its relevance

From the earliest times there has been a close connection between
the philosophy of language and such traditionally recognized
branches of philosophy as logic (the study of reasoning) and
epistemology (the theory of knowledge). As far as logic is con-
cerned, the very name of what has now become a highly technical
and more or less independent discipline proclaims the connection:
the Greek word ‘logos’ is related to the verb meaning “to speak’ or
“to say” and can be translated, according to context, as either
“reasoning” or “discourse”. That there should be this kind of
historical connection is hardly surprising. Common sense and intro-
spection support the view that t@@ﬁw}u and
various more sophisticated versions of this view have been put
forward, over the centuries, by philosophers. In fact, throughout
most of the 2000 years or 5o during which Western traditional
grammar held sway in the various centres of scholarship, no clear
distinction was drawn, at the theoretical level, between grammar
and logic. In particular periods - most notably in the thirteenth
century and again in the eighteenth - systems of what came to be
called universal grammar were developed, in which the connection
between logic and grammar was made explicit and given some kind
of philosophical justification. In all such cases it was grammar that
was subordinated to logic, since the principles of logic were held to
be of universal validity.

Nineteenth-century linguists tended to be sceptical of philosophi-
cally based universal grammar. On the one hand, it was by now
apparent that there was a much greater diversity of grammatical
structure among the languages of the world than previous genera-
tions of scholars had supposed. On the other, both the spirit of the
age and the very solid achievements of the new discipline of dia-
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chronic linguistics favoured historical, rather than philosophical,
explanation (cf. 7.1). There were those, too, who began to wonder
whether the categories of traditional, Aristotelian, logic were truly
universal. Writing in the 186os, the German classicist and philos-
opher A. Trendelenburg (1802—72) had put forward the view that,
if Aristotle had spoken Chinese or Dakotan, rather than Greek. the
categories of Aristotelian logic would have been radically different.
This point of view was very much in keeping with that of Herder
(1744-1803) and Wilhelm von Humboldt (1762-1835), who had
emphasized both the diversity of language-structure and the in-
fluence of language-structure upon the categorization of thought
and experience. We shall come back to this in our discussion of the
so-called Whorfian hypothesis (cf. 10.2). But here it should perhaps
be noted that historicism — not to mention Darwinian evolutionism
—also had its effect, in the late nineteenth century, on the emergent
disciplines of anthropology and psychology. Not only was it com-
mon fo talk of the evolution of culture from barbarism to civiliz-
ation, but such scholars as Levy-Bruhl were prepared to argue that
the mind of the so-called savage operated differently from that of
civilized man,

For various reasons, then, universal grammar, in the traditional
sense, went out of favour in the course of the nineteenth century. It
has been revived in the last twenty years, as part of what 1 have
called generativism, by Chomsky and his followers (cf. Tt}
Chomsky's version of universal grammar makes the same Assump-
tion as earlier versions do about the universality of logic and about
the interdependence of language and thought. It is Chomsky's
view, however, that the empirical study of language has more to
contribute to the philosophy of mind than traditional logic and the
philosophy of language have to contribute to linguistics, This makes
a profound difference to the way in which the argument is con-
ducted even when the point at issue is recognizably traditional: for
example, whether the language-faculty is innate or not, Chomsky's
originality, in this respect, has been neatly summarized in a recent
intreduction to his theory of language and of linguistics: “he was
probably the first to provide detailed arguments from the nature of
language to the nature of mind, rather than vice versa’ (Smith &
Wilson, 1979: g).
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Much of what was traditionally held to fall within the scope of the
philosophy of mind - including epistemology - is now studied
jointly, though often from different points of view, by both philos-
ophers and psychologists. In so far as it is language that is being
investigated, rather than some other faculty or mode of operation
of the human mind, a whole new subdiscipline has developed in
recent years called psycholinguistics. As the term implies, this can
be seen as the intersection of psychology and linguistics, drawing
equally upon both; it also draws, in its more theoretical aspects,
upon work done in logic and the philosophy of language; and it links
up, at one end, with neurolinguistics (the study of the neurological
basis for language) and cognitive science (cf. 8.6) and, at the other,
with sociolinguistics, The field of investigation is vast; and so far at
least there is no generally accepted framework of assumptions within
which it is possible to formulate a coherent interdisciplinary pro-
gramme of research. Nevertheless, progress has been made in
certain areas: notably in the study of speech-perception and lan-
guage-acquisition. It is the purpose of this chapter to give a brief
and non-technical account of the principal theoretical issues con-
nected with the study of language and mind and to introduce the
reader to some of the empirical work that has been done recently in
the fields of neurolinguistics, language-acquisition and what has
come to be called cognitive science.

But first a brief comment about the use of the word *mind’, It is of
course an everyday word of English. At the same time, it is a word
which has long been employed to refer to the subject-matter of a
particular branch of philosophy, on the one hand, and of psy-
chology, on the other. Its sense, in everyday English, is narrower -
being close to that of ‘intellect’, ‘reason’, ‘understanding’ and
‘judgement’ — than the more or less technical sense that it bears in
the philosophy of mind and (for those psychologists who use the
term) in psychology. In this latter, more technical, sense it covers
not only man's reasoning faculty, but also his feelings, memory,
emotions and will. This is an important point — the more so as there
has been a tendency in recent work in theoretical linguistics and in
the philosophy of language, as we shall see, to give too narrow an
interpretation to ‘mind’ (and to ‘mentalism’).

It is also worth pointing out that the existence of the mind and its
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relation to the body which it inhabits, or with which it is in some way
associated, constitute a long-standing and controversial philo-
sophical problem. Of the several recognized attempts to formulate
and, in some cases, to solve the so-called mind-body problem the
following may be mentioned here: dualism, materialism, idealism
and monism.

As a philosophical doctrine dualism is associated notably with
Plato and Descartes. But, arguably, by virtue of its religious under-
pinning in the Christian tradition, it is also the tacitly accepted creed
of the unreflecting European man-in-the-street. The dualist holds,
not only that mind exists, but that it differs from matter in being
non-physical. In the traditional Christian teaching, the mind is
usually described as a faculty of the soul. For Plato and the Greeks,
no clear distinction was drawn between the mind and the soul, the
word ‘psyche’ covering both. Various theories have been put for-
ward by dualists to account for the interdependence that appears to
hold between bodily and mental phenomena.

Materialism, which is less common nowadays than it was in the
late nineteenth and early twentieth centuries, holds that nothing
exists but matter; that what are commonly regarded as mental
phenomena are explicable, ultimately, in terms of the purely
physical properties of matenial bodies. One version of materialism
is behaviourism, according to which there is no such entity as the
mind and such mentalistic terms as ‘mind’, ‘thought’, ‘emotion’,
‘will' and “desire’ should be construed as referring to particular
kinds of behaviour or, alternatively, as dispositions to behave in a
particular way. It has already been noted that behaviourism was an
important movement, not only in American psychology, but also,
by virtue of Bloomfield's explicit espousal of it, in pre-Chomskyan
American linguistics (cf. 7.4); it never had much impact on Euro-
pean linguistics, though it had some influence in philosophy (cf.
Ryle, 194g).

As materialism denies the existence of mind, so idealism denies
the existence of matter and holds that everything that exists is
mental. An alternative term for ‘idealism' is ‘mentalism’, Recently,
however, the term ‘mentalism’ has come to be used, especially by
linguists, in an untraditional and rather confusing sense (cf. 8.2).

Finally, monism, in contrast with dualism, proclaims that reality
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is one. Both materialism and idealism can, therefore, be regarded
as different versions of monism. However, it is more usual to
reserve the term ‘monism’ for the view that neither the physical nor
the mental is the ultimate reality; that they are both different
aspects of something more neutral and more fundamental,

It is obvigusly impossible to convey the full import of a philo-
sophical term by defining it in so general a manner as I have done
here. Inadequate though they are from a philosophical point of
view, the definitions just given will help us to evaluate some of the
more recent work in linguistics, psychology and cognitive science
that bears upon the investigation of what is traditionally referred to
as language and mind.

8.2 Mentalism, rationalism and innateness

Chomsky and those who subscribe, with him, to the principles of
generativism have claimed that language provides evidence for
mentalism: i.e. for a belief in the existence of mind. This has been
widely misunderstood. ‘Mentalism’ is often equated with either
‘idealism’ or ‘dualism’. This is the sense in which Bloomfield used
the term (cf. 7.4). But Chomsky and those who share his views are
certainly not idealists, and not necessarily dualists. What they are
saying is that the acquisition and use of language cannot be ex-
plained without making an appeal to principles which are currently
beyond the scope of any purely physiological account of human
beings. They are not committed to the view that the mind is some
non-physical entity distinct from the brain or any other part of the
body. On the other hand, they refuse to be bound by the methodo-
logical prejudices of those psychologists, notably the behaviourists,
who insist that everything that is traditionally described as mental is
the product of simple physical processes.

Chomskyan mentalism has both a negative and a positive aspect,
the latter being more interesting, and more controversial, than the
former. Its nepative, or critical, aspect is its anti-physicalism or
anti-materialism, and more particularly, in the context of what were
previously dominant ideas in American linguistics and psychology,
its anti-behaviourism. Behaviourism, as we have seen, is simply a
particular version of materialism: one which restricts the subject-
matter of psychology to human behaviour and sets out to explain all
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kinds of behaviour, including speech — thought being defined as
internalized speech — on the basis of deterministic physiological and
biochemical processes (cf. 7.4). It is possible to exaggerate the
importance of behaviourism in Bloomfieldian and post-
Bloomfieldian linguistics. But there is no doubt that it exerted a
powerful influence in American psychology and that it discouraged
many linguists from engaging in any serious work in semantics and
from collaborating with psychologists and philosophers in the
discussion of what is traditionally subsumed under the rubric of
language and mind. There are more sophisticated versions of beha-
viourism, which may or may not be defensible. The kind of beha-
viourism advocated by Bloomfield, as well as that attacked by
Chomsky in his famous review of B. F. Skinner’s Verbal Behavior
(1957), is, to say the least, unpromising. And Chomsky can take
much of the credit for the fact that it has lost much of the support
that it had, in linguistics and psychology, a generation ago.

What I have described as the negative aspect of mentalism should
not be decried or underestimated. As we saw in an earlier chapter,
linguists have been much concerned, in earlier decades of this
century, with the status of linguistics as a science (cf. 2.2). Very
often they have assumed that any discipline with scientific
pretensions must necessarily model itself upon the so-called hard
sciences, physics and chemistry. And this assumption has some-
times been coupled, as it was in the case of Bloomfield, with the
philosophical doctrine known as reductionism: the doctrine that
some sciences are more basic than others, in the sense that the
theoretical concepts of a less basic science are to be defined, ulti-
mately, in terms of the theoretical concepts of a more basic science.
For example, given that physics is more basic than chemistry,
chemistry more basic than biology, biology more basic than
psychology, and so on, the reductionist would argue that the
theoretical terms with which psychologists operate must be defined
ultimately by biology, that the theoretical terms of biology must
find their definition within chemistry, and so on.

It will be obvious how this view might be associated with ma-
terialism and with what is now widely regarded as an essentially
nineteenth-century view of the physical sciences. Very few phil-
osophers of science would nowadays wish to defend the doctrine of
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reductionism. Nevertheless, there are many practitioners and
theorists of the social sciences who seem to feel, quite wrongly, that
there is something unscientific about the postulation of entities and
processes that cannot be described in physical terms. Thanks
largely to Chomsky, this feeling is now less common than it once
was among linguists; and linguistics is, in consequence, a richer and
more interesting discipline,

So much, then, for the critical, or negative, aspect of the reasser-
tion of mentalism by Chomsky and those who have been influenced
by him in linguistics, psychology and philosophy. It is his positive
proposals which constitute both the most original and the most
controversial part of what I am calling Chomskyan mentalism. One
of the central problems in the philosophy of mind has to do with the
acquisition of knowledge, and more particularly with the part
played in this process by the mind, or reason, on the one hand, and
by the experience of the senses, on the other, Those who emphasize
the role of reason, as did Plato or Descartes, are traditionally
referred to as rationalists: those, such as Locke or Hume, who stress
the overriding importance of experience, or sense-data, are called
empiricists. Chomsky sides with the rationalists, Furthermore, he
takes the view — as most rationalists have done - that the principles
whereby the mind acquires knowledge are innate: that the mind is
not simply a blank slate (‘tabula rasa’ is the traditional Latin term)
upon which experience leaves its imprint, but should be thought of,
as Leibniz put it, on the analogy of a block of marble, which can be
hewn into several different shapes, but whose structure imposes
constraints upon the sculptor’s creativity.

The acquisition of language is a particular instance of the more
general process of the acquisition of knowledge. At the same time,
that part of the acquisition of one's native language which consists
in learning the meaning of words has seemed to many to be an
integral part of the acquisition of all other kinds of knowledge. For
the acquisition of knowledge, according to the traditional view,
involves being made aware of concepts of which one was not pre-
viously aware; and there is clearly some kind of connection between
the discovery or formation of new concepts (on the assumption that
this is possible) and learning the meaning of words. Is the posses-
sion of the appropriate concepts a precondition of the actjuisition
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and correct use of the vocabulary of one’s native language? Alter-
natively, is the connection between language and thought such that
one cannot draw even a logical distinction between being in posses-
sion of a particular concept and knowing the meaning of some word
which identifies and, as it were. stabilizes the coneept for us? In
view of such considerations it is hardly surprising that the acquisi-
tion of language has played a prominent role, throughout the cen-
turies, in the debates between rationalists and empiricists,

Like his predecessors in the rationalist tradition, Chomsky takes
the view that language serves for the expression of thought; that
human beings are innately (i.e. genetically) endowed with the capacity
to form some concepts rather than others; and that concept-
formation is a precondition of one's acquisition of the meaning
of words. But Chomsky's concern with language differs from that of
his rationalist predecessors in two respects; and this is what makes
his contribution to the philosophical discussion of this issue both
original and important. First of all, he has made it clear that learn-
ing (or, to use the more neutral term, acquiring) the grammatical
structure of one's native language stands as much in need of ex-
planation as does the process of matching the meaning of a word
with its form; and his formalization of different kinds of generative
grammar has set new standards of precision for those who wish to
evaluate the structural complexity of human languages in relation
to other systems of communication (cf. 1.5). Second, he has argued
that the nature of language and the process of language-acquisition
are such that they are inexplicable otherwise than on the assump-
tion that there is an innate language-acquisition faculty.

These two points are connected. As we saw earlier, Chomsky
rests his case for the innateness and species-specificity of the
language-faculty upon the universality of certain arbitrary formal
properties of language-structure (cf. 7.4). These formal properties
are commonly subsumed under the general heading of structure-
dependency which, though it is perhaps also to be found in phono-
logy and morphology, is most obviously characteristic of syntax, To
say that a rule, or principle, is structure-dependent is to imply that
the set or sequence of objects to which it applies has an internal
structure and that the rule, or principle, makes essential reference
to this structure as a condition of applicability or a determinant of its
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manner of application. For example, given that the sentences of a
language have the kind of syntactic structure that is nowadays
described by linguists in terms of the notion of constituency, they
can be generated by means of a phrase-structure grammar, the rules
of which are structure-dependent in the required sense (cf. 4.6).
Furthermore, relations between corresponding sentences of dif-
ferent types (e.g. ‘John wrote the book’ and *Did John write the
book?’; ‘John wrote the book’, and ‘Was the book written by
John?'; etc.) can be made precise, with reference to the phrase-
markers that formalize their phrase-structure (at a certain level of
description), by means of transformational rules, which are more
powerful than phrase-structure rules and involve a more complex
notion of structure-dependency.

The technical details of structure-dependency and of its forma-
lization by means of one kind of generative grammar or another do
not concern us here. The point is that Chomsky's positive con-
tribution to the philosophy of the mind, on the one hand, and to the
psychology of language-acquisition, on the other, rests upon his
recognition of the importance of structure-dependency as an
apparently universal property of human languages and of the necessity
of showing how children can come to acquire the mastery of this
property in the acquisition and use of language. Chomsky’s view is
that what we call the mind can be best described in terms of a set of
abstract structures whose physical basis is as yet relatively un-
known, but which are like such bodily organs as the heart or the
liver in that they mature according to a genetically determined
programme of development in interaction with the environment.
What we have been calling the language-faculty (in the sense in
which the term ‘faculty’ is traditionally employed) is one of many
such mental structures, each of which is highly specialized with
respect to the function that it performs.

Is he right? The immediate, and totally unsatisfying, response to
this question is that he may or may not be. The available evidence -
from the investigation of language-acquisition; from case-studies of
language-disorders of various kinds; from experiments with other
primates, notably chimpanzees; from advances that are being made
in our understanding of the neurophysiology of the brain: and from
several other fields — does not seem to be conclusive. It is important
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to emphasize, however, that the stock of relevant evidence is con-
tinually increasing. It is not beyond the bounds of possibility that
what has been conducted for centuries as a purely philosophical
debate will eventually be settled by interdisciplinary empirical re-
search. And ‘empirical’, it must be remembered, does not imply
any commitment to empiricism!

Chomsky's particular version of mentalism is by no means the
only kind of mentalism to have been developed in recent years and
invoked with reference to language-acquisition. No less influential
has been the theory of the Swiss psychologist, Piaget. According to
Fiaget, there are four stages in the development of the child's
mental processes. Crucial for language-acquisition, in Piaget's
view, is the transition from the sensori-motor stage, which lasts until
the child is about two years old and during which he experiments
with concrete objects in his environment, to the so-called pre-
operational stage, which lasts until he reaches what was tradition-
ally referred to as the age of reason (about seven years old) and
during which he comes to manipulate words and phrases on the
basis of his prior understanding of the way in which concrete objects
can be compared, moved around and transformed. What many
psycholinguists find attractive in Piaget’s work is its obvious connec-
tions with functionalism (cf. 7.3) and also its attempt to account for
language-acquisition in terms of more general principles of mental
development. But, as we have seen, Chomsky has argued that the
evidence does not support Piaget here: that syntactic structure in
particular cannot be accounted for in functionalist terms; and that
language-acquisition appears to be unaffected by differences in
children’s intellectual ability. It is only fair to add, however, that
there are many linguists and psychologists who would say that this
evidence, in both respects, is unclear,

Piaget's theory of mental development is usually thought of as
falling between the traditional extremes of rationalism and empiri-
cism. On the one hand, he stresses the importance of experience —
and in particular sensori-motor experience; on the other, he takes
the several stages of cognitive development to be species-specific
and genetically preprogrammed (i.e. determined by what might be
described, in a modern sense of the old rationalist term, as innate
ideas). Similarly, though Chomsky calls himself a rationalist, he
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does not dispute the essential role of experience in the acquisition of
knowledge; or, indeed, of what he is quite happy to identify (in
terms more characteristic of empiricist, and even behaviourist,
psychology) as the processes of triggering and shaping. Perhaps the
most judicious concluding comment for this section should be that
the traditional debate between rationalism and empiricism has been
transformed by modern developments in genetics, neurophysiology
and psychology to the point that it is no longer possible to use either
of the two traditional terms, without extended qualification, in
order to classify any currently defensible position on the issues that
divide one group of philosophers or psychologists from another.
This should be seen as progress. For it implies that current versions
of what their authors themselves may describe, in a general way, as
either empiricism or rationalism have to take account of a range of
evidence that was not available to the great philosophers of the
past. The originally very general issues that served to label, let us
say, Descartes as a rationalist and Locke as an empiricist have been
split into a variety of much more specific questions answerable to
multi-disciplinary empirical research.

B.3 Language and the brain

No one these days, whatever might be his view of the celebrated
mind-body problem (cf. 8.1), is likely to deny that, of all the bodily
organs, it is the brain that plays the most significant role in the
operations that we normally describe as mental.

The human brain is very complex; and the way in which it
performs its various functions is only partly understood. But con-
siderable progress has been made in recent years in this respect, and
some of what is now known is relevant to the subject-matter of this
chapter,

The brain — more particularly the cerebrum — is divided into two
halves, or hemispheres, linked (in normal circumstances) by the
corpus callosum. The outer layer of both hemispheres consists of
grey matter — the cortex — containing something like 10'° neurons, or
nerve cells; and these are interconnected by means of an equally
numerous set of fibres in the white matter that lies below the cortex,
The right hemisphere controls (and responds to signals from) the
left side of the body, whereas the left hemisphere controls the right
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side, It is for this reason that brain damage or blood-clotting in one
hemisphere may be accompanied by paralysis of the limbs on the
oppusite side of the body. And signals that are received on one side
of the body — tactile, auditory or visual — must go first to the
appropriate hemisphere before they are passed for processing to
the other hemisphere along the corpus callosum. It follows that, if
the corpus callosum is severed by means of surgery — this surgical
technique was sometimes employed until quite recently, when its
undesirable consequences were discovered, in the treatment of
epilepsy — signals from the right side of the body can be processed
only by the left hemisphere, and vice versa.

For well over a hundred years it has been known that there is a
special relationship (for all those who are right-handed and for
most, but not all, left-handers) between language and the left
hemisphere, such that, speaking very generally, we can say that (for
most people) language is controlled by the left hemisphere, The
process whereby one hemisphere of the brain is specialized for the
performance of certain functions is known as lateralization. (In the
small minority of cases, among left-handers, in which the left hemi-
sphere is not specialized for language, it is the right hemisphere that
is: i.e. lateralization still takes place.) The process of lateralization
is maturational, in the sense that it is genetically preprogrammed,
but takes time to develop. There are, of course, many maturational
processes of this kind in the biological development of all species.
But lateralization appears to be specific to human beings. It is
generally thought to begin when the child is about two years old and
to be complete at some time between the age of five and the onset of
puberty,

Lateralization for language is not the only kind of specialization
of function that develops in human beings with respect to one
hemisphere of the brain rather than another; and lateralization in
general is commonly held to be an evolutionary precondition of
man’s development of superior intelligence. It is also a widely held
view nowadays that lateralization is a precondition (both phylo-
genetically and ontogenetically) of the acquisition of language. In
support of this view we may note the fact that language-acquisition
begins at about the same time as lateralization does and is normally
complete, as far as the essentials are concerned, by the time that the
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process of lateralization comes to an end. Further support comes
from the fact that it becomes progressively more difficult to acquire
language after the age at which lateralization is complete. In fact
there seems to be what is frequently referred to as a eritical age for
language-acquisition in the sense that language will not be acquired
at all, or at least not with full mastery of its resources, unless it is
acquired by the time the child reaches the age in question.

Although the notion that there is a critical age for language-
acquisition is not universally accepted, it gets some support from
the striking, but sad, case of the young girl known in the literature as
Genie. Genie was discovered by social workers in Los Angeles in
1970. At that time she was thirteen years old and had been brought
up by her parents in total isolation from them and from others,
being beaten whenever she made a noise, as well as being made the
victim of virtually every other kind of emotional and sensory de-
privation. One of the consequences, of course, was that she could
not speak. Having been taken into care, she embarked upon the
process of language-acquisition, under the guidance of psycholo-
gists and linguists, and at first made quite rapid progress. Further-
more, she went through the same stages in the acquisition of
English as normal children do at the normal age. At first sight she
would seem to have refuted the critical-age hypothesis. However, it
is reported that, although her memory for vocabulary is very good
and her general intellectual development is satisfactory, she has
difficulty with all but the simplest aspects of the grammatical struc-
ture of English. It has been claimed, therefore, that Genie's case,
not only confirms the critical-age hypothesis, but also the view that
the language-acquisition faculty is independent of other intellectual
abilities,

Until recently it was thought that, despite the genetic determi-
nants of lateralization, there was sufficient plasticity, as it were, for
the other hemisphere to take over the functions for which it would
not normally be specialized — for example, in the event of brain
damage or surgery — provided that the necessity for this arose
before the end of the process of lateralization. However, it has now
been suggested, on the basis of the more careful study of the
language-behaviour of those whose left hemisphere had been re-
moved in early childhood, that, although this is not immediately
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apparent, they have difficulty with certain grammatical construe-
tions,

So far we have been talking about the lateralization of language
at a very general level. It should now be mentioned - though we
cannot go into much detail — that different aspects of language-
processing appear to be more characteristic of the left hemisphere
than others. For example, the right hemisphere can interpret single
words denoting physical entities without difficulty; it is not so good
at the interpretation of grammatically complex phrases. Similarly,
though non-speech-sounds are processed directly and efficiently by
the right hemisphere, speech-sounds are generally passed to the left
hemisphere, which is more highly specialized for this purpose. It
may also be relevant that, whereas the left hemisphere is said to be
better at associative thinking and analytic reasoning, the right is
more efficient not only for visuo-spatial processing, but also for the
recognition of intonation-patterns and, interestingly enough, for
the interpretation of music, What this suggests is that language-
behaviour involves the integration of several neurophysiologically
distinct processes. Generally speaking, we can say that what one
would, on other grounds, recognize as the most distinctively linguis-
tic part of language is associated with the left hemisphere (cf, 1.5).
It is this component perhaps which must be acquired, if it is ac-
quired at all, before the critical age is reached; and it is this compo-
nent perhaps which cannot be acquired by, let us say, chimpanzees
or other primates,

What has been said in this section is certainly consistent with the
Chomskyan hypothesis that the language-faculty is a uniquely
human and genetically transmitted capacity which is distinct from,
but operates in collaboration with, other mental faculties. It must be
emphasized, however, that the neurophysiological evidence is so
far relatively meagre (though it is being continually increased) and
that it is far from conclusive. Psychologists and philosophers are
therefore still divided on the question whether there is a genetically
transmitted language-faculty.

8.4 Language-acquisition

Let me start this section by making a purely terminological point.
Why do many psychologists and linguists nowadays prefer to talk
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about the acquisition, rather than the learning, of language? The
reason is simply that *acquisition’ is neutral with respect to some of
the implications that have come to be associated with the term
learning’ in psychology. There are those who would say that,
although ‘acquisition’ is more neutral than ‘learning’ in the relevant
respects, it is still misleading, in that it implies coming to have
something that one did not previously have. If language is innate, it
is not acquired: it grows or matures naturally — or, as Chomsky
might say, organically. However, ‘acquisition’ is now the standard
term, and we shall continue to use it.

A further point must be made which is not purely terminological.
What is commonly referred to as the acquisition of language mani-
fests itself, in all normal circumstances, in the knowledge and use of
particular languages. This is what was meant when it was said, in the
very first section of this book, that one cannot possess (or use)
language without possessing (or using) some particular language
(cf. 1.1). Although this statement might well be challenged on
philosophical grounds, it has now been reformulated in such a way
{especially with the qualification ‘in all normal circumstances’) that
it is surely correct. The term ‘language-acquisition” can be inter-
preted as meaning either “the acquisition of language” or *'the
acquisition of a language”. Even if we accept that there is some
sense in which language (i.e. what Chomsky and others have called
the language-faculty) is not acquired, we can reasonably assume
that most, if not all, of the structure of English, French, Russian,
etc., is acquired (though not necessarily learned) by those who
come to use them as native speakers.

The term ‘language-acquisition’ is normally used without quali-
fication for the process which results in the knowledge of one's
native language (or native languages). It is conceivable that the
acquisition of a foreign language, whether it is learned systematic-
ally at school or not, proceeds in a quite different way. Indeed, as
we have seen, the acquisition of one's native language after the
alleged ‘critical age' for language-acquisition may differ, for
neurophysiological reasons, from the normal child’s acquisition of
his native language (cf. 8.3). And it has been suggested recently, on
the basis of clinical observations of brain-damaged bilinguals, that
the acquisition of a second language, whether as an adult or as a
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child, has significant neurophysiological consequences. We must be
cautious, therefore, in drawing conclusions of general import from
the investigation of the monolingual child’s acquisition of his native
language in normal circumstances and applying them to the prob-
lem of foreign-language teaching. For example, there may or may
not be arguments in favour of the so-called direct method of lan-
guage-teaching in schools; but one argument that is commonly
invoked — *“that’s the way you learned your native language” — is
clearly invalid. In what follows we are concerned with language-
acquisition in its normal sense.

Let us begin with a few facts — some of them matters of everyday
observation; others, the result of painstaking research and experi-
mentation. All normal children acquire the language that they hear
spoken around them without special instruction. They start talking
at roughly the same age and they go through the same stages of
language-development. The progress that they make is, at times at
least, so rapid that, as both parents and researchers have noted,
it is hard to keep a comprehensive and systematic record of it.
Furthermore, their progress is, on the whole, unaffected by
differences of intelligence and by differences of social and cultural
background,

Although I have just said that children start talking at roughly the
same age, it is impossible to say of any child exactly when he has
started to talk. First of all, it is not clear what should count as a
criterion: the child’s ability to use single words appropriately? his
ability to construct two-word utterances by means of some produc-
tive and regular operation? — these are but two of the several
possible criteria, and there is no reason to prefer the one to the
other. A second reason is that the transition between one iden-
tifiable stage of language-development and another is gradual,
rather than abrupt. Though we can recognize a fairly stable se-
quence of developmental stages — in the child’s acquisition of the
phonology, grammar and vocabulary of his native language — it may
not make sense to think of the child as passing suddenly from one
stage to another. There is the further complication that a child's
production may not match his comprehension. In fact, it is gener-
ally agreed that comprehension always precedes production in the
developmental sequence. It follows that a child’s spontaneous
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utterances may not directly reflect his knowledge of the language
that he is acquiring.

It is now known that babies in the first few days of postnatal life (if
not earlier) are responsive, not only to the human voice as such, but
to the difference between corresponding voiced and voiceless con-
sonants, This is sometimes taken to be evidence of the child’s innate
knowledge of the allegedly universal distinctive features of pho-
nology (cf. 3.5). However, it has recently been shown that very
young chimpanzees are also able to respond to the same acoustic
distinction, It is arguable, therefore, that, since chimpanzees do not
develop speech and children do not make use of the phonetic
distinction of voicing, either in comprehension or production, until
something like the second year of life, it is not a species-specific
phonological distinction, as such, that is innate. Rather it is an
ability common to both human beings and the higher primates, but
one which only human beings learn to invest with distinctive
function by virtue of their exposure to languages in which it is
functional. Once again, the evidence is as yet inconclusive. But this
does not mean that the innateness and species-specificity issue is
beyond the reach of empirical investigation. On the contrary, new
evidence is being collected all the time. It is quite possible that this
issue will soon be resolved.

In the first six months of postnatal life the child normally passes
successively from crying to cooing and from cooing to babbling.
There is little doubt that this developmental sequence is innately
determined, since the sounds that are produced in crying and
cooing, and in the earlier part of the babbling period, are unaffected
by the linguistic environments in which the child is being brought
up; and deaf children cry, coo and, initially at least, babble in the
same way that hearing children do. Of particular interest is the fact
that during the babbling period (which lasts until the average child
is about twelve months) many speech-sounds may be produced
which are not employed in the language of the child’s environment
and which he will have great difficulty in acquiring, should he later
learn a foreign language. By the end of the babbling period most
children will have acquired some of the intonation-patterns of their
native language. There is no evidence, however, that the intona-
tion-patterns superimposed upon a babbled utterance have a dis-
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tinctive communicative function (though adults frequently inter-
pret them as if they do). Though babbling clearly prepares the way,
in some sense, for speech, it is disputed whether it should be seen as
having this as its primary biclogical function.

When the child is about nine months old - it must not be forgotten
that we are talking about the average child: there is a considerable
range of variation in the ages of children at different stages of the
developmental sequence; and there is no reason to believe that this
variation correlates with the child’s subsequent linguistic com-
petence or with his general intellectual ability — he begins to show
evidence of having embarked upon the construction of the phonolo-
gical system of his native language. In some cases babbling overlaps
for a considerable time with the process of acquiring and making
use of phonological distinctions; and the difference between bab-
bling and talking is then quite apparent. Most of these phonological
distinctions will have been mastered by the time the child is five
years old. But some of the phonetically more difficult or, in the case
of prosodic structure, functionally more complex distinctions may
not be acquired until the child is much older. As far as the segmental
distinctions are concerned, there is a fairly well established se-
quence (which partially confirms Roman Jakobson's predictions of
almost forty years ago): for example for consonants, labials precede
dentals/alveolars and velars; stops precede fricatives; oral stops
precede nasals. There are also certain generalizations that can be
made about the combinatorial, or syntagmatic, dimension. Early
speech, repardless of the language to which the child is exposed,
consists of words that lack consonant clusters and tend to be redup-
licative (e.g. [dada], [kiki]), or to have consonants that share the
same place (or manner) of articulation (e.g. [gek], [ginig] for
English leg and singing). It must be emphasized, however, that the
child can often distinguish words in adult speech when he hears
them (e.g. bad, bath, and back in an accent of English in which
these words all have the same vowel) even though he may treat
them as homophones in his own speech.

As with phonology, so with grammar: there is evidence, ir the
earliest stages at least, of a developmental sequence that is indepen-
dent of the structure of the language of the child's environment.
First comes the so-called holophrastic period, during which the



256 Language and mind

child produces what are traditionally thought of as one-word sen-
tences (hence the term ‘holophrastic’). This may last from the age of
about nine to eighteen months and is followed by the so-called
telegraphic period, initiated by the production of two-word (or
perhaps one should say, more neutrally, two-unit) utterances. The
term ‘telegraphic’ derives from the observation that the child's
speech throughout this period lacks inflections and what are often
referred to as function words (e.g. prepositions, determiners and
conjunctions) rather like the language of telegrams. As the child
proceeds, during the telegraphic period, from the two-word stage to
later stages characterized by the production of longer utterances,
his speech will approximate more and more, in terms of word-
order, etc., to that of adult speech. If the language that he is
acquiring has inflections and so-called function words, he will also
gradually come to use these appropriately, so that by the time that
he is about four years old his speech, though still defective by
comparison with that of adults, is no longer describable as tele-
graphic. It must be emphasized, however, that the impressionistic
term ‘telegraphic’ has little descriptive value with reference to the
acquisition of so-called isolating languages (e.g. Vietnamese), in
which there is no morphological variation,

Until the early 1g6os there had been little systematic investiga-
tion of the acquisition of grammatical structure. The situation
changed dramatically with Chomsky's demonstration of the fact
that languages are rule-governed (and most obviously so in respect
of their grammar) and with the realization that existing theories of
learning could not adequately account for the acquisition (and
creative use) of rule-governed systems with the property of produc-
tivity. Throughout the 1960s psycholinguists were concerned almost
exclusively with grammar in their study of child-language, but the
balance of opinion has since shifted in favour of the view that it is
impossible to study the child’s developing grammatical competence in
isolation from his general cognitive, emotional and social development.

The scope of child-language studies has now been broadened to
cover, not only phonology, grammar and vocabulary, but also the
semantic structure of utterances, their role in social interaction and
their reflection of the child’s beliefs about the world. It has also
been extended longitudinally, as it were, in both directions. There
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is currently a good deal of research being carried out into the
prelinguistic determinants of the acquisition of grammar in the
crying, cooing and babbling stages of the developmental sequence.
And it has now become clear that much of the grammatical struc-
ture of a language may not be properly mastered (even though the
constructions produced by the child may not manifest the more
obvious signs of ungrammaticality) until the child is about ten years
old or older. This discovery of itself does not invalidate the innate-
ness and species-specificity hypotheses or the associated hypothesis
that the language-faculty is separate from man’s other mental
capacities. But it does complicate the argument.

It is because of its implications for the study of the nature of
language in relation to the human mind that language-acquisition
has been dealt with in the present chapter. There are of course more
practical reasons for being concerned with this topic. Language-
related disabilities of children - and, in many cases, of adults —
cannot be properly diagnosed and treated by speech therapists
except on the basis of a better understanding of both normal and
abnormal language-acquisition, Teaching materials for primary-
school children can be improved if they are geared, not only in
vocabulary, but also in grammar, to the linguistic competence of the
children for whom they are intended. Furthermore, in so far as the
mental age of a child with which educators work is determined in
part by language-related tests, it can be ascertained whether the
tests in question are valid and reliable. Itis especially important that
teachers and all those concerned with the education of children
should not, on the one hand, fail to spot the signs of partial deafness
or of incipient dyslexia or, on the other, diagnose either mental
retardation or a so-called language-deficit on the basis of unreliable
evidence. Recent work in the study of language-acquisition has
done a lot to make the evidence more reliable, though it may not
have resolved, so far, any deep theoretical issues in either linguistics
or psychology or in the philosophy of mind,

8.5 Other areas of psycholinguistics

Language-acquisition is not the only area of research within the
field of psycholinguistics. And it is not the only area to have been
revolutionized by the rise of Chomskyan generativism.
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As we have seen, Chomsky’s general theory of language rests
upon his distinction between competence and performance (cf. 7.4).
These terms were not used until the so-called standard theory of
transtormational grammar was developed in the mid-1g60s.
However, the distinction between the language-system conceived
as a set of rules known to native speakers and the use of those rules
in language-behaviour, though expressed in different terms, was
clear enough from the outset. Its significance, not only for psycho-
linguistics, but for the study of human behaviour in general, was
recognized, more or less immediately, by the eminent American
psychologist George Miller, who generalized Chomsky's ideas
and made them familiar to his colleagues (cf. Miller, Galanter &
Pribram, 1960} and also collaborated with Chomsky in some of the
early theoretical work on performance models. Miller's famous
comment on the impact that Chomsky's work had made upon him,
and subsequently upon many of his colleagues, is worth quoting at
this point: “I now believe that mind is something other than a
four-letter word.”

Much of the early psycholinguistics research inspired by Chom-
skyan generativism was directed at the so-called psychological reality
problem. Actually, this splits into two rather different problems in
terms of Chomsky's distinction between competence and perfor-
mance, (It will be recalled that a good deal of confusion has been
caused by Chomsky’s definition of *performance’ to include, not
only actual behaviour, but also the non-linguistic knowledge, or com-
petence, underlying that behaviour: ¢f. 7.4.) Do native speakers
have in their minds, and thus, presumably, stored neurophysio-
logically in their brains, sets of rules of the kind that linguists
formulate in their generative models of the language-system? To
put it crudely (making use of what Chomsky himself refers to as a
systematic ambiguity, by virtue of which we can use the term
‘grammar’ to refer both to the model and to that of which it is a
model), have we all got a generative grammar in our heads? This is
the first question. The second (which presupposes an affirmative
answer to the first) is as follows: What role, if any, do these rules
play in the production and comprehension of utterances?

Some of the earliest psycholinguistic research influenced by
Chomskyan generativism was addressed to the second of these
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questions, and was based on the assumption (which Chomsky him-
self did not make) that all the rules required to generate a sentence
were also employed by users of the language in performance — in the
production and comprehension of utterances. (Apart from any-
thing else, the distinction between sentences and utterances was not
widely appreciated: cf. 5.5.) For example, it was demonstrated
experimentally that native speakers reacted more quickly to active
sentences than they did to passive sentences and more quickly to
affirmative sentences than to negative sentences, and furthermore
that the difference between the reaction times for active affirmative
sentences and for passive negative sentences could be accounted for
by adding together the differences for active and passive sente nces,
on the one hand, and for positive and negative sentences, on the
other. At first this was interpreted as a rather dramatic confirmation
of the hypothesis that the mental processing of sentences involved
such rules as those of passive formation and negative insertion
(formulated as transformational rules in the earliest version of
Chomskyan generative grammar). Later it was realized that there
were other potentially relevant variables; and when they were
controlled for, in so far as they could be, the results were less
clear-cut.

In fact, it became apparent in the course of the 1960s that, even if
we do have a generative grammar of our native language in our
heads, the structure of the linguist’s model of that grammar is not
likely to reflect the operations involved in language-processing. For
the linguist deliberately sets aside all those factors which, though
they obviously have a bearing on language-behaviour (limitations
of attention and memory, motivation and interest, factual knowl-
edge and ideological bias, etc.), are not directly relevant to the
definition of well-formedness for particular languages and the for-
mulation of general statements about the nature of language.
Granted that generative grammars are psychologically real in the
sense that we do have rule-systems stored neurophysiologically in
our brain, it is reasonable to assume that, in the production and
comprehension of utterances, other psychological rules or
strategies are brought into play which enable us to by-pass some of
the grammatical rules as such. It is in any case quite clear (e.g. from
the rather trivial fact that we tend not to notice misprints and slips of
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the tongue) that language-comprehension is based upon sampling,
rather than upon a complete processing of the input signal. Simi-
larly, it is a matter of everyday observation, and can be demon-
strated experimentally, that we start making predictions about the
grammatical structure of utterances (not to mention their phonolo-
gical structure and their meaning) as soon as our interlocutor starts
speaking. Unless these predictions are contradicted — and we are
not usually aware of them unless they are contradicted by other
information in the signal that we happen to pick up in our sampling
— there is no need for us to know everything about the linguistic
structure of an utterance in order to understand it.

For these and other reasons the investigation of the so-called
psychological reality problem has turned out to be far more comp-
lex than it seemed to be to many psychologists in the 1g60s, It
should also be mentioned that, although Chomsky himsell still
holds to the view that so far linguists should continue to set aside
what is known about psychological mechanisms and processes in
their definition of linguistic competence, there are several genera-
tive grammarians who disagree with him. At the present time, the
movement in favour of what is called psychologically real grammar
appears to be gaining strength, Whatever view is taken of the
psychological reality problem — in either of its two interpretations —
and of its relevance for linguistics, there can be no doubt that the
psychological investigation of language-storage and language-
processing has made considerable progress in recent years under
the influence of Chomskyan generativism. Many of the ex-
perimental results, having to do with perceptual strategies, the role
of short-term memory, the interpretation of ambiguous utterances,
etc., retain their validity, even though the particular hypotheses
that the experiments were designed to test (e.g. the hypothesis that
utterances are processed on two levels of analysis, deep structure
and surface structure) may have been abandoned, What made
Chomsky's theory of language-structure so attractive to psychol-
ogists in the first place was the fact that it did yield experimentally
testable hypotheses.

Needless to say, the theory itself is by no means invulnerable
from a more narrow linguistic viewpoint. Also, there are philo-
sophical reasons for calling into question, if not for rejecting, the
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Chomskyan use of the term ‘knowledge’ in relation to linguistic
competence. It has been argued that competence (i.e. the know-
how that manifests itself in behaviour) is different from the kind of
knowledge that is describable as true belief. More generally, it
could be argued that Chomsky’s theory of mind is excessively
intellectualist, in that, unlike traditional views of the structure of
the mind, it says nothing about the non-cognitive faculties: the
emotions and the will. Chomsky himself has on several occasions
defended himself against philosophical criticisms of this kind.

Although psycholinguistic research has been strongly influenced
by generativism in recent years, it would be a mistake to suppose
that all psychologists working on language have been concerned
with the validity of this or that generative maodel of the language-
system. Research has continued on many of the traditionally recog-
nized topics in the psychology of language — language and thought,
language and memory, etc. — within the framework of theories
which do not operate with the distinction of competence and perfor-
mance or are neutral with respect to its specifically Chomskyan
formulation.

As far as the question of language and thought is concerned,
Chomsky, as we have seen, adopts the traditional view, characteris-
tic of the seventeenth-century rationalists, that language serves for
the expression of pre-existing, full articulate thought. This view had
been challenged in the eighteenth century by the French philo-
sophers Condillac (1746) and Rousseau (1755) and somewhat later,
in his famous essay on the origin of language, by the German
scholar Herder (1772). Herder, in particular, took the view that
language and thought had evalved together, the one being insepar-
able from the other, and that, in so far as the national languages of
mankind differed in vocabulary and grammatical structure, they
both determined and reflected national patterns of thought. There
is a straight line of development, as we shall see later, from Herder,
to Sapir and Whorf, who popularized essentially the same theses of
linguistic determination and linguistic relativity in twentieth-
century America (cf. 10.2). All that needs to be mentioned here is
the fact that the so-called Whorfian hypothesis has been the subject
of a certain amount of experimental research and that the results
obtained are consistent with the weaker version of the hypothesis,
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according to which the language that one speaks influences, though
it does not determine, thought.

8.6 Cognitive science and artificial intelligence

The principal reason for including a separate, though very short,
section on cognitive sclence and artificial intelligence is to draw
attention to what is now a recognizably distinet and expanding
discipline, which draws upon philosophy, psychology and linguis-
tics, and computer science, but cannot be classified under any one
of them. The terms ‘cognitive science’ and ‘artificial intelligence’
are both somewhat misleading, in that they appear to restrict the
scope of the field to the study of those mental processes which
would be traditionally ascribed to the reasoning faculty; and ‘cogni-
tive science’ gives no indication of what is distinctive about the
approach to the study of the mind and mental processes that is
followed in this new discipline. Provided that we give a broad
enough interpretation to ‘intelligence’ we can say, following
Minsky (1968: v), a prominent theorist and practitioner in the field,
that what we are concerned with is “the science of making machines
do things that would require intelligence if done by men”, One such
thing, obviously, is the production and comprehension of language.

But why should we want to try to make a machine — more
particularly, a general purpose computer with an appropriate pro-
gram - produce and understand language? There are, of course,
many practical reasons, involving the total or partial automation of
operations which at present demand many man-hours of highly
skilled work: the translation of documents from one language to
another; the retrieval of information from libraries; the diagnosis of
illness on the basis of systematic questioning; and so on. Important
though these practical applications are, they presuppose the solu-
tion of many theoretical problems that are so far unsolved. It is the
theoretical problems that concern us here, and more especially the
contril ition that cognitive science and artificial intelligence can
make to our understanding of the mental processes involved in the
use of language,

But first a word of warning. Even if one were to succeed in
making a computer do everything that is currently ascribed to
mental processes when done by man, this would not mean that man
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is no more than a machine. Without its program a computer can do
nothing that is of any interest to us in the present connection. It is
the program, rather than the hardware, that is responsible for the
computer’s ability to simulate intelligent behaviour. There are
those who would maintain that the program stands in much the
same relation to the computer as the mind does to the brain, and
that by thinking of the living human brain as a programmed special-
purpose computer we can circumvent, if not solve, the traditional
mind-body problem. However this may be, it must be emphasized
that artificial intelligence is of itself neutral with respect to the
opposition between dualism and monism, on the one hand, and
between materialism and idealism, on the other. And it makes no
assault on human dignity or the freedom of the will.

One of the first and most salutary lessons that comes from the
attempt to write even the simplest computer program is the realiza-
tion that little if anything is simple, when every step has to be
prescribed in detail. We gain a new respect for the largely hidden
complexity of our own everyday mental processes, including those
involved in the production and comprehension of language-
utterances. More important, we find our attention drawn to factors
which we might otherwise take for pranted because (to use the
language of computer science) they are wired into our hardware or
preprogrammed as genetically determined subroutines. So far, the
simulation of language-processing by means of computers has not
had a decisive impact upon the development of linguistic or psycho-
linguistic theory. But it has influenced much of the discussion of the
psychological reality problem referred to in the previous section by
providing at least some measure of the complexity of different
language-processing operations and of the time that it might take to
perform them,

Much of the significance that we attach to cognitive science and
artificial intelligence will depend upon our attitude to the explana-
tory role of models in the natural and social sciences. A model may
successfully simulate the behaviour of a physical system, an organ-
ism or a social institution in certain respects without necessarily
having the internal structure of the entity of which it is a model. On
the other hand, the more complex the behaviour and the more
diverse the points of contact between the model and what is known
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of the entity that is being modelled, the more confident we can be
that they are in structural correspondence. By this criterion, any
success that we have in the simulation of language-processing by
computer, on the basis of what psychology can tell us about mem-
ory, perceptual strategies, reaction times, etc., and what linguists
can say about linguistic structure, is bound to increase our under-
standing of language and mind. Whether it will ever be possible to
simulate by computer all the mental processes involved in the
production and comprehension of language is uncertain,
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QUESTIONS AND EXERCISES

1. “Knowledge of language results from the interplay of initially given
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structures of mind, maturational processes, and interaction with the
environment” (Chomsky, 1g7zb: 26). Discuss,

. In what respects does Chomskyan mentalism differ from more tradi-

tional doctrines to which the same term is applied?

. Explain what is meant by lateralization with particular reference to

language-acquisition and language-processing,

. What evidence is there for the view that there is a critical period for

language-acquisition?

. What is aphasia? Give a non-technical account of the symptoms of the

mast common kinds of aphasia, What do they tell us about the neuro-
anatomical basis for speech and language?

. “The language acquisition device plays two roles in Chomskyan theory:

first, it accounts for the striking similarities among human languages,
even those which, as far as is known, are historically and peographically
unrelated . . . The second role of the language acquisition device is in
accounting for the speed, ease and regularity with which children learn
their first language . . ."" (Smith & Wilson, 1979, 240-51). Discuss.

. To what extent is linguistic development dependent on cognitive de-

velopment? Compare the views of Chomsky and Piaget on this ques-
tiomn.

- Explain why the young child’s apparent retrogression from saying

came, went, ete., 10 comed, goed, etc., should be seen as evidence of
normal progress in language-acquisition.

. What role does parental reinforcement by means of rewards and

punishment play in the acqusition of language by children?

. “even in non-Western societies in which older siblings provide a great

deal of the child care, the young child receives a simplified language
input” (Villiers & Villiers, 1979: gg). Discuss the role of so-called
motherese in child language-acquisition.

. Can you supply a plausible explanation for the use of so-called tele-

graphic speech by young children?

. Psycholinguists frequently talk about the mental lexicon. What do they

mean? How do they go about studying it?

. What can we learn about the storage and processing of language from

the study of slips of the tongue?

. Cite and evaluate some of the experimental evidence bearing upon the

psychological reality of generative grammars.,

- What can the linguist and the psychologist hope to learn about language

from research in cognitive science and artificial intelligence?



Language and society

9.1 Sociolinguistics, ethnolinguistics and psycholinguistics

So far there is no generally accepted theoretical framework within
which language can be studied, macrolinguistically, from several
different, equally interesting, points of view: social, cultural
psychological, biological, ete. (cf. 2.1). Furthermore it is doubtful,
to say the least, whether any such general theoretical framework
will ever be constructed. It is important to keep this in mind.
Few linguists today would subscribe to the positivistic principles
of reductionism in the form in which Bloomfield and his fellow-
members of the Unity of Science movement did half-a-century ago
(cf. 2.2). But there are many linguists who advocate a more limited
kind of reductionism, giving priority to the links between linguistics
and one, rather than another, of the several disciplines concerned
with language. Some, like Chomsky and the generativists, will
emphasize the points of contact between linguistics and cognitive
psychology; others will tell us that, since language is a socially
maintained and socially functioning institution, there is ultimately
no distinction to be drawn between linguistics and either sociology
or social anthropology. It is natural for one group of scholars, by
virtue of their bent of mind, training or special interests, to adopt
one of these two points of view in preference to the other, What
must be condemned is the tendency for those who do adopt a
particular point of view on this question to put it forward as the only
one that is scientifically justifiable. There are now several recog-
nized branches of macrolinguistics - psycholinguistics, sociolinguis-
tics, ethnolinguistics, etc. —which are all interdisciplinary in that, as
currently practised, they involve the use of techniques and theore-
tical concepts coming from two or more disciplines. Despite state-
ments to the contrary in some of the more doctrinaire introductory
textbooks, linguistics is no closer to any one of the disciplines with
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which it collaborates in interdisciplinary macrolinguistic research
than it is to any other.

Mot only is there no generally accepted, unified theoretical
framework within which all the disciplines that deal with language
can be satisfactorily interrelated, Many of these disciplines are
engaged in demarcation disputes among themselves and have
their own internal controversies: What is the difference between
sociology and anthropology? How is cognitive psychology to
be integrated with social psychology? Questions of this kind
inevitably affect one’s conception of such interdisciplinary areas as
sociolinguistics, ethnolinguistics and psycholinguistics. It is not
surprising, therefore, that there should be differences of opinion as
to the way in which one or other of these areas should be defined
and circumscribed, and that the currently available textbooks
should reflect these differences.

On the broadest definition of sociolinguistics (which many
specialists would reject precisely because it is so broad) we can say that
it is “the study of language in relation to society” (cf. Hudson, 1980:
1). In similar vein we can define ethnolinguistics as the study of
language in relation to culture — taking ‘culture’ in the sense in
which it is used in anthropology and more generally in the social
sciences (cf. 10.1). But culture, in this sense, presupposes society;
and society in turn depends upon culture. It follows that, on the
broadest definitions of ‘sociolinguistics’ and ‘ethnolinguistics’, the
two branches of macrolinguistics that they refer to will overlap to a
very considerable extent. Each of the branches is more narrowly
circumscribed by adding to the definitions the condition that the
aims guiding theory and research should be primarily linguistic,
rather than sociological, anthropological, psychological, etc.: that
they should relate primarily to the question *“What is language?"
(cf. 1.1). But this additional condition does not significantly reduce
the degree of overlap.

From what has just been said it will be clear that the division of
material between this chapter and the next is somewhat arbitrary.
Neither chapter would in any case claim to be comprehensive in its
treatment of the field that it covers. What I have done is to take a
few of the topics that have been discussed and investigated recently
and to distribute them according to whether they relate primarily to
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the structure of societies or to their beliefs and practices. In the
nature of things this cannot but be, at times, a rather artificial
distinetion.

Even the distinction between psycholinguistics, on the one hand,
and either sociolinguistics or ethnolinguistics, on the other, can
cause problems — the more so if psycholinguistics is defined broadly
as the study of language and mind. And much of what is currently
handled under other branches of macrolinguistics would have been
classified as psycholinguistics twenty years ago. There are fashions
in these matters as in everything else. It is currently fashionable,
for example, for psycholinguists to be more interested in what is
biologically determined and universal than they are in socially and
culturally determined variation. Sociolinguists, on the other hand,
tend to be very much concerned with language-variation. But this
difference of attitude and emphasis should not be taken as criterial
in the definition of either ‘psycholinguistics’ or ‘sociolinguistics’.
There is no reason, in principle, why psycholinguists should not be
interested in the diversity and variability of human language: or
conversely why sociolinguists should not be concerned with linguis-
tic and social universals. In the preceding chapter on languape and
mind, little was said about the social and cultural, as distinct from
the biological, determinants of language-structure. It was noted,
however, that there has been some psycholinguistic research done
on the so-called Whorfian, or Sapir-Whorf, hypothesis (cf. 8.5).
This will be dealt with in more detail in Chapter 10 under ‘Language
and culture’. It would fall just as naturally, however, under the
rubric of ‘Language and mind’.

9.2 Accent, dialect and idiolect

The dimension of language-variation that is accounted for in terms
of the scale language-dialect-idiolect was introduced earlier in
connection with the ficfion of homogeneity (cf. 1.6). So too was the
distinction between accents and dialects. In this section we are con-
cerned with the social significance of this kind of language-variation.

The most obvious difference between the terms ‘accent’ and
‘dialect’ is that the former is restricted to varieties of pronunciation,
whereas the latter also covers differences of grammar and vocabul-
ary. In everyday usage, they are often confused. For example,
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someone speaking Standard English with what is popularly
described as a broad regional accent might well be said to be speaking
in dialect. The phrase ‘in dialect’ is being employed here, as it is
commonly by non-linguists, to mean “in a dialect other than Stan-
dard English", The phrase *with an accent’ is similarly employed in
Great Britain, and especially in England, to mean “with an accent
other than RP" (cf. 3.2) or, alternatively, “with an accent other
than the one I am accustomed to”, Everyone speaks in one dialect
or another, just as everyone speaks with one accent or another. It is
quite possible for different people to speak the same dialect with
strikingly different accents. Very often, terms like ‘Cockney’,
‘Geordie’ (the speech of Newcastle and Tyneside) and ‘Scouse’ (the
speech of Liverpool) are used with reference to those whose dialect,
in grammar and vocabulary, is for all practical intents and purposes
classifiable as Standard English. We shall look at the social signi-
ficance of the distinction between standard and non-standard di-
alects presently (cf. 9.3). What must be emphasized here is the
importance of not confusing, say, ‘RP’ and ‘Standard English’ (in
the way that they tend to be confused in the use of everyday
expressions like “The Queen’s English’ or ‘BBC English’) when one
is describing the speech of inhabitants of Great Britain, and more
particularly of England.

It is also worth pointing out that terms like ‘British English’ and
‘American English’ are often loosely employed, even by linguists,
as if they referred to two relatively uniform dialects of the same
language. There are of course many lexical differences between the
speech of the average well-educated American and that of the
average well-educated Englishman, Welshman. Scot or Irishman:
‘elevator’ vs. 'lift’, ‘gas’ vs, ‘petrol’, etc. But most of the vocabulary
of Standard American English and, in so far as there is such a thing,
of Standard British English, is identical. So too is the grammatical
structure, although there are constructions or forms of words that
are characteristically American ([t is important that you not come;
gotten; ete.) or characteristically British (in hospital; between you
and I; move house; etc.). But such constructions and forms are not
numerous as far as the standard dialects of the two countries are
concerned, and some of them are not used in all parts of either
America or Great Britain.
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The term ‘British English’ is also misleading in a way that ‘ Ameri-
can English’ (or “‘Australian English’, ‘Indian English’, ‘Caribbean
English’, etc.) is not. What is usually meant by ‘American English’
is "“Standard English as spoken (and written) in the United States™.
Maost authors who use the term ‘British English’, however, tacitly
restrict it to mean “Standard English as spoken (and written) in
England”. There are, of course, good sociopolitical reasons for
doing so, since this was the version of Standard English that served
the purposes of administration and education throughout the Brit-
ish Empire. The term ‘British English’ is nevertheless misleading in
that it can conceal the fact that Scottish English and Irish English
stand in much the same relation to the English of England as
American English does. And both of them differ from British
English, in the sense that is customarily given to the term, more
than does, for example, Australian or Indian English. Indeed, it
would be more reasonable to classify Australian English or Indian
English under 'British English’ than it is so to classify Scottish
English and Irish English. Looked at from a fairly general point of
view, of course, they can all be seen as being but slightly different
variants of the same dialect. Compared with many languages
spoken over a wide area, English is quite highly standardized, as far
as grammar and vocabulary are concerned (g.3).

As we saw earlier, two language-systems are the same (regardless
of the medium in which they are manifest) if and only if they are
isomorphic (cf. 2.6). It is because phonologically identical
language-systems can be realized differently in the phonic medium,
that it makes sense to talk of the same dialect of a language being
pronounced with one accent rather than another (cf. 3.4). For
‘accent’ covers all kinds of phonetic variation, including that which
is subphonemic in the sense that it is never made the basis of
functional contrast, as this notion is usually applied by phonolo-
gists. For example, the presence or absence of the phonetic distine-
tion between the so-called dark (i.e. velarized: cf. 3.3) and clear
(non-velarized) allophones of the phoneme /I/ in English is func-
tionally irrelevant in the narrow sense of ‘functional’, It is certainly
relevant to the identification of a person’s accent. So too is the
particular quality of the allophone that occurs in certain positions:
the degree of velarization serves, with associated phonetic dif-
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ferences, to distinguish the accent of Bristol and South-West
England from that of many other regions (cf. Hughes & Trudgill,
1979). To take another example: there is a quite noticeable degree
of nasality in the pronunciation of vowels, in certain positions, in
many American accents, and this is one of several clues (including
other differences of vowel-quality, not to mention prosodic dif-
ferences: cf. 3.5) which serve to distinguish most Americans from
non-Americans by their accent. Once again, this is non-functional
in the narrow sense,

But there are other differences of accent which can affect the
identification of forms, For example, the phonemic difference that
is exemplified, in many accents of English including RP, by the
vowel-contrast of put : putt, could : cud, butcher : butter, etc., is not
found in accents of the North and Midlands of England. Conse-
quently, there are forms — notably the infinitive, the simple present
tense and the present participle of ‘put’ and ‘putt’ — that are disting-
uished in RP, but not in a typical Northern or Midlands pronuncia-
tion. Differences of context (including those which derive from the
syntactic differences between *put’ and ‘putt’) usually make it clear,
as they do also in written English, whether putting is a form of ‘put’
or of ‘putt’. Nevertheless, we here have a difference of accent,
which correlates with a difference of dialect: the underlying
language-systems are not isomorphic at the phonological level.

The terms ‘accent’ and ‘dialect’ are not, therefore, comp-
lementary, as might have been suggested by our earlier discussion
of the possibility of speaking the same dialect — and in particular
Standard English — with one accent rather than another. What is
essentially a uniform dialect, as far as grammar and vocabulary is
concerned, can be associated with several more or less different
phonological systems. And this is the situation with Standard
English. For example, the vowel systems of the various accents of
Scottish English and Irish English are far from being isomorphic, in
terms of the criterion of functional contrast, with RP or any other
English accent.

What makes the notion of accent so important sociolinguistically,
even though it overlaps with that of dialect, is that members of a
language-community often react to subphonemic and phonemic
differences of pronunciation in the same way as indicators of the
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speaker’s regional or social provenance. To the extent that they do
50, whether consciously or not, the so-called subphonemic dif-
ferences can be said to be socially, if not descriptively, meaningful
(cf. 5.1). Contrary to what many linguists have said, native speakers
of a language do not necessarily fail to notice purely allophonic
vatiation. For example, the pronunciation of a glottal stop between
vowels as an allophone of /t/, which is a characteristic of many urban
accents of England and Scotland (including those of London,
Manchester and Glasgow), is as obvious to most speakers of
English as is so-called aitch-dropping at the beginning of words.
The occurrence of a glottal stop in other positions, however, may

not be so obvious.
The point is that certain phonetic differences between accents

may be stigmatized by society, just as certain lexical and grammatic-
al differences between dialects are. Parents and teachers often try
to eliminate what they regard as markers of lower social status or as
regionalisms. Even if they do not succeed, they will have played
their part in the perpetuation of the belief in the language-
community at large that such and such a pronunciation is an indica-
tor of social or educational inferiority, and this has the effect of
heightening most people’s sensitivity to it. Among the many dif-
ferences of accent, to most of which members of a language-
community respond globally, without necessarily being aware of
what precisely it is in another person’s speech that makes it different
from their own, there may be some which are particularly signi-
ficant and which they have no difficulty in identifying. In England
dropped aitches and intervocalic glottal stops fall into this category,
especially for those who aspire to higher social status than they feel
would otherwise be ascribed to them. The absence of [r] before
consonants in forms like farm, farther, etc., is stigmatized for simi-
lar reasons in New York, but not in New England - and not of
course in England, where it is a characteristic feature of RP.

All this has long been familiar to linguists, and to any reasonably
observant and intelligent layman. So too has been the fact that, in
many countries, but to a particularly high degree in England, there
is more regional variation in the speech of those lower on the social
scale than there is in the speech of those who are higher up, It has
been estimated that no more than 3 per cent of the population of
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England speak with an RP accent, which gives no indication at all of
the speaker’s regional origins and is the product, in most cases, of a
public school education. A much larger percentage of the popula-
tion has an accent which approximates to RP in many criterial
respects (the pronunciation of bath, etc.), but also contains indica-
tors of the speaker's geographical origins. Recent sociolinguistic
work has confirmed that this is so, and also that, in the vast majority
of instances, the lower one is on the social scale (in terms of
education, income, profession, etc.), the more one’s accent will
differ from RP and the more regionally marked it will be.
However, something far more interesting has also been disco-
vered by means of survey-techniques first used by William Labov in
America. This is that an individual's accent and dialect varies
systematically with the formality and informality of the situation in
which he finds himself. For example, New Yorkers cannot be
classified simply in terms of whether they do or do not put an [r]
before consonants in farm, farther, etc. Most middle-class New
Yorkers have both pronunciations. Generally speaking, the higher
one’s social status, the greater will be the incidence of forms with a
preconsonantal [r] in one’s informal and relatively uncontrolled
speech., When it comes to more formal situations, however, it has
been found that speakers from the lower middle class have a higher
incidence of preconsonantal [r] than do speakers from the upper
middle class. This has been plausibly interpreted as being due to the
greater sensitivity of the socially less secure and socially more
ambitious, Broadly similar conclusions have been reached in the
sociolinguistic investigation of accent and dialect in Great Britain
(cf. Trudgill, 1978). Of particular interest is the finding that, both in
America and in Britain, women are more likely than men to adopt the
accent or dialect that is associated, in general, with higher social status.
"There are various reasons why women might be, linguistically
and otherwise, more norm-conscious and more status-conscious
than men in modern Western societies. Among those that have
been advanced and find some empirical support as far as the use of
RP in England is concerned is the fact that, whereas the mainte-
nance of a local accent is associated with virility and in-group
loyalties for many Northern working-class men, the use of RP by
Northern women leads to their being favourably rated by others on
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a number of evaluative dimensions, some of which are normally
associated with masculinity (professional competence, persuasive-
ness, ete.) and others with femininity. Whether or not this is the
primary causal factor in the differentiation of men’s and women's
speech with respect to what is, in general, socially prestigious, there
is no doubt that sex is one of the principal sociolinguistically re-
levant variables in all languages. And there are many well-
documented cases of sex-related dialect differences in the litera-
ture, which do not necessarily reflect the same attitudes towards
social status or male and female roles as do the sex-related dif-
ferences that exist in our own society. The relation between
language-variation and its social correlates is such that broad gener-
alizations in terms of variables like sex, age and social class soon
give way, in particular instances, to more detailed and more in-
teresting statements which make reference to the structure of
different societies and to the attitudes (i.e. to the culture) of
their members.

From what has been said in this section it will be clear that the
notion of the idiolect is less useful than it might appear to be at first
sight, Mot only is it the case, as was mentioned earlier, that indi-
viduals may modify and extend their idiolects throughout life,
though less readily, no doubt, as they get older (cf. 1.6). More
important is the fact that, as we have just seen, an individual may
have several dialect variants in his repertory and switch from one to
the other according to the situation in which he finds himself. From
a sociolinguistic viewpoint at least, it is much more useful to think of
an individual as having in his linguistic competence the mastery of a
set of partly isomorphic dialects, each of which he shares with
fellow-members of one social group or another, than it is to think of
what are normally called dialects as being sets of overlapping
idiolects. Language-variation in the individual and language-
variation in the community are two sides of the same coin.

The point that has just been made is relevant to what was said
about expressive and social meaning in the chapter on semantics:
that they merge into one another and are interdependent (cf. 5.1).
In so far as we express our personality and individuality in our
language-behaviour, we do so in terms of the social categories
that are encoded, as it were, in language-variation in the

9.2 Accent, dialect and idiolect 275

community of which we are members. Furthermore, the social
meaning that is assigned to the variables of accent and dialect is
determined, for the most part, by what are called stereotypes. We
may associate a particular accent or dialect — not to mention voice-
quality, regardless of the fact that voice-quality is in part deter-
mined by purely anatomical factors — with a particular personality
trait (e.g. intelligence, friendliness, virility) and, in most of our
more superficial day-to-day dealings with people, judge them with
reference to the stereotype. It has been demonstrated that mem-
bers of a particular social group will react either positively or
negatively to certain accents and dialects and, without seeing or
knowing anything about the speaker, make judgements about his
personality from his voice. Particularly interesting is the finding that
one does not necessarily evaluate the accent or dialect characteris-
tics of one’s own social group more favourably on all dimensions of
personality and character than that of a recognizably different
social group. In some cases at least, members of a lower social
group seem to accept the validity of the stereotype with reference to
which members of socially more dominant groups evaluate them.

The implications for education and career prospects of this kind
of linguistic prejudice — in so far as it is rightly called prejudice (cf.
Hudson, 1980: 195} — are obvious enough. We shall return to this
aspect of the question later (cf. 9.5). What should also be empha-
sized, however, is the more general point, that personality is, of its
very nature, a social phenomenon. What we call personality is, in
part at least, the product of secialization - the process whereby we
are made members of a particular society and participants in the
culture that characterizes it. And what we call self-expression is the
projection of one socially interpretable image or another. It is for
this reason that expressive and social meaning, both in language
and in other kinds of communicative behaviour, are ultimately
undistinguishable. As we have seen in this section, differences of
accent and dialect can play an important role in the projection of
particular social images. The point has been made with reference to
English. But it holds true more generally. As we shall see later,
English — partly because it is so highly standardized and partly
because it is spoken as a native language in many parts of the world
and also functions as the principal international language — is highly
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untypical, in many respects, as a specimen of human languages.
Dialect-variation in India, for example, is a very different matter
(cf. Burling, 1970: 103ff). However, due allowance being made for
differences of social structure (e.g. for the importance of caste in
Indian society), what has been said here about the social signi-
ficance of differences of dialect would seem to be true of India and
of all countries in which there is an appreciable degree of dialect-
variation.

0.3 Standards and vernaculars

When the distinction between languages and dialects was first dis-
cussed in this book, I said that, although from a historical point of
view the standard dialect of a language (if it has one) is no different
in kind from related non-standard dialects, there are social and
cultural reasons for taking a different view in the synchronic de-
scription of languages (cf. 1.6). It is now time to introduce the
necessary qualifications to the statement often made by linguists,
that all dialects are equal. For convenience, 1 will employ the term
‘vernacular’ in the sense that it commonly bears in everyday usage
to refer, not only to non-standard dialects of the same language, but
also to genetically unrelated dialects which stand in the same func-

tional relationship to the standard in certain countries as genetically

related non-standard dialects do in others. Some sociolinguists have
used the term ‘vernacular’ in a narrower and more technical sense.

The standardization of a particular dialect in relation to one or
more vernaculars is not necessarily the result of deliberate policy.
For example, Standard English emerged as such over the centuries
by virtue of the political and cultural importance of London; and
Standard French emerged, in similar manner, as a consequence of
the dominance of Paris. In each case, the standard is based upon
what was in earlier times the speech of the upper classes at court or
living in the capital. This is not to say that the standardization of
English and French was not in part a matter of deliberate interven-
tion. The Académie Francaise, founded by Richelieu in 1635, was
but ane of many such bodies established in Europe in the post-
Renaissance period and entrusted with the task of standardizing the
national literary language by compiling authoritative grammars and
dictionaries; and it performs this task to this day. There is no
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comparable body in the English-speaking countries, so that the
question whether something is or is not a feature of Standard
English cannot be answered quite so readily, Nevertheless, various
institutions, including the schpols, universities and printing houses,
influenced by the prescriptive grammarians of the eighteenth cen-
tury and their successors, have played a quasi-official role in Great
Britain, the United States and elsewhere very similar to that played
officially by literary academies in France and many other European
countries. However, for political reasons, French and English are
more highly standardized, as written languages, than some of
the other major languages of Europe. For example, the political
unification of Italy is of relatively recent date; and there are several
centres of cultural prestige, each of which still has its own somewhat
different literary standard.

In all these cases, it will be noted, the written language tends to be
more highly standardized than is the speech of those who use it.
However, given the existence of an accepted standard for the
written language, this can serve as a model of propriety and correct-
ness for the speech of the literate in any society in which mastery of
the written language brings prestige or the possibility of social
advancement. The literary languages of Europe, which originated
in most cases as vernaculars in relation to Latin, have for centuries
exercised their own standardizing influence on the spoken dialects
of the educated, and indirectly on the vernaculars in relation to
which they have served as standards. This influence is at its
strongest in respect of the more formal styles of speech. Conse-
quently, what we mean when we say that someone speaks Standard
English or Standard French is that the dialect that he uses in formal
situations is more or lessidentical, in grammar and vocabulary, with
the written standard. In more informal situations, however, he may
well nse a locally based or socially more restricted vernacular.
As we shall see later, the difference between the standard and
the vernacular is in many societies so sharp that their functional
differentiation, whether they are dialects of the same language or
not, has been classified in the recent sociolinguistic literature as a
distinctive kind of bilingualism: diglossia (cf, 9.4).

There are obvious advantages in the standardization of one
particular dialect for official purposes, especially in a modern
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democratic state that sets itself the ideal of universal literacy. English
and French, as we have seen, were standardized over a long period
of time and, in large measure, by what we may think of as a natural
historical process. Very few of the languages of the world have been
standardized in this way. However, several attempts have been
made by governments to accelerate or by-pass the historical process
by the selection and standardization of a particular vernacular for
use in education, broadcasting, public meetings, official publica-
tions, ete. Apart from the practical advantages of having a single
standard for such purposes, there is the force of the historic associa-
tion between language and both nationhood and ethnicity. The
disadvantage of attempting to implement the process of standard-
ization by official decision, if this involves the selection of one of
several distinct vernaculars already in use, is that it puts the native
speakers of the chosen vernacular in a more favourable position,
politically and socially, than the native speakers of other vernacu-
lars. It is for this reason that English is still widely used in India at
the national level. Although Hindi has been designated as the
official national language (with several other languages similarly
designated as official regional languages), it is unacceptable as the
national language to most of those who speak one of the unrelated
vernaculars. Many of the newly independent nations have faced
similar problems. Israel, on the other hand, has avoided it by
selecting classical Hebrew.

The terms ‘standard language’, ‘national language’ and ‘official
language’ are not of course synonymous. The connection between
them is that any language that is accepted by its speakers as a
symbol of nationhood (i.e. of political and cultural identity) or is
designated by government for official use will tend to be standard-
ized, whether deliberately or not, as a precondition or a conse-
quence of this very fact. The converse relation, however, does not
hold. There are quite highly standardized languages which are
neither national nor official languages (though they may once have
been). The most obvious examples are some of the great classical
languages of Europe and Asia (cf. 10.1). As for the distinction be-
tween official languages and national languages, the latter category
is, in the nature of things, less sharply defined than the former.
In some cases, as explained above, a country will designate a
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particular language as its official national language: i.e. the
language which it uses for official purposes at the national level, But
this is not necessarily a national language in the deeper, less easily
definable, sense of the term. For example, Tanzania has adopted
Swahili as its official national language. But, so far at least, this does
not and cannot serve as a symbol of nationhood and cultural iden-
tity for most of the country’s citizens, who belong to a very large
number of distinct ethnic and linguistic groups. Finally, it should be
noted that languages may be made official at lower than national
level or for a relatively narrow range of official purposes, as is the
case in India.

The purpose of these few remarks on the connection between
standard languages, on the one hand, and official and national
languages, on the other, is to draw attention to the complexity of
the question and to the diversity that exists in respect of standards
and vernaculars in most parts of the world, If we are monolingual
native speakers of one of the very few languages of the world that
are highly standardized and simultaneously serve, in one or more
countries, as national and official languages (English, French,
Japanese, Spanish, Russian, etc.), we may well have quite false
ideas about other languages and the role that they play in the
societies that use them. Indeed, we may not even understand the
relation that holds between the standard and the several vernacu-
lars in our own communities; or the feelings of those who speak a
national language (e.g. Welsh, Breton, Basque) which, whether it
is officially recognized for certain purposes or not, is felt to be under
threat. It is not only the newly independent countries that have to
face a so-called language-problem. Sociolinguistic research will not
of itself solve problems. But it can provide governments with the
information that is relevant to their solution (to the extent that they
are soluble by political decision). More generally, and at a non-
political level, it can increase everyone's, including the theoretical
linguist’s, understanding of the nature of language. A good deal of
this information is now available in respect of certain countries.

In conclusion, mention should be made of pidgins and creoles,
which originate as highly restricted vernaculars of a particular kind,
but as creoles can in certain circumstances achieve the status of
standards. The best-known pidgins have all developed from the
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contacts between people with no common language. For example,
inmany parts of the world there are pidgins that are English-based,
in the sense that some of their grammar and vocabulary, if not their
phonological structure, is derived from the English used by traders
and missionaries in order to communicate with peoples whose
languages they did not know, But to say that they are English-based
is perhaps misleading. Usually as much, if not more, of their struc-
ture comes from other sources. Generally speaking, they are more
appropriately described as mixed, or blended, languages, though it
is often uncertain just what ingredients the mixtures originally
contained and in what proportions. The same is true of the pidgins
based on other European languages. In fact, there is a good deal of
controversy attaching to the notion of pidginization. Whatever the
details of their origin, they were presumably used, initially at least,
for a very restricted range of situations and were correspondingly
restricted both in vocabulary and in grammar. However, some
pidgins have come to be used within particular communities for a
wider range of functions and have developed, grammatically and
lexically, to the point that they are reasonably described as full
language-systems.

When a pidgin is acquired by children as their native language it is
said to be a creole. Notable examples are the English-based creole
of Jamaica and the French-based creole of Haiti. Melanesian Pidgin
(Tok Pisin “pidgin talk™) and Krio are now official, standard
languages in New Guinea and Sierra Leone, respectively. It is not
uncommon for diglossia to develop and for code-switching to occur
in communities in which creoles are used as vernaculars side by side
with higher-prestige languages or dialects (cf. 9.4).

It is only recently that pidgins and creoles have been investigated
as language-systems in their own right, rather than as debased and
reduced dialects of the European languages from which they were
known or assumed to be derived. One of the consequences is that
the processes of pidginization and creolization are no longer
thought to have been rather marginal factors in the development of
the world’s languages and dialects. It is now widely believed that
Black English — the vernacular dialect of lower-class urban Blacks
in the northern United States — owes many of its structural features
to the creoles spoken by the slave forebears of its users. If so, it is
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none the less as much a dialect of English nowadays as any of the
other regional and social dialects. When we think of pidginization
and creolization (not to mention partial decreolization as ex-
emplified by Black English in America or the dialects spoken by
some West Indian immigrants in Great Britain) in more general
terms, we can see that much of the differentiation of dialects that is
traditionally handled with reference to the family-tree-model of
language-development in historical linguistics could be the result of
essentially the same processes. For example, are the Romance
languages to be regarded as having resulted from the co-existence,
over a period of time, of Standard Latin and various Latin-based
creoles? Once we put the question in this form, even if the question
itself is in this instance less obviously pertinent than in many others,
we can see there is nothing about pidginization and creolization
that should lead up to associate them uniquely with the so-called
expansion of Europe or the slave trade.

9.4 Bilingualism, code-switching and diglossia

Some countries are officially bilingual (or multilingual) in the sense
that they have two (or more) official languages, national or regional
(cf. 9.3). Two well-known examples of officially bilingual countries
are Canada and Belgium, each of which has experienced language-
problems of the kind that were referred to in the previous section.
An equally well-known example of an officially multilingual coun-
try, which has not experienced any comparable language-problems,
is Switzerland. Other countries, though not officially bilingual (or
multilingual), have two (or more) different languages spoken with-
in their borders. Most countries of the world fall into this latter
category. Furthermore, although it does not follow from what has
been said so far, in most countries, whether they are officially
bilingual (or multilingual) or not, there are whole communities that
are bilingual (or multilingual) in the sense that their members
commonly use two (or more) languages in their daily lives, It is not
the case, of course, that all the citizens of an officially bilingual (or
multilingual) country use, or even know, more than one language.
Bilingualism in communities — and henceforth I will use *bilingual-
ism’ to cover multilingualism as well - is what we are concerned with
here.
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Obviously, a community cannot be described as bilingual unless a
sufficient number of its members are bilingual. But what does it
mean to say of an individual that he is bilingual? We can admit, as a
theoretical ideal, the possibility of perfect bilingualism, defined as
the full range of competence in both languages that a native mono-
lingual speaker has in one. Perfect bilingualism, if it exists at all, is
extremely rare, because it is rare for individuals to be in a position
to use each language in a full range of situations and thus to acquire
the requisite competence. However, it is not uncommon for people
to approximate to perfect bilingualism by being equally competent
in both languages over a fairly wide range of situations. In such
cases, whether they have acquired both languages simultaneously
in childhood or have acquired one as their first language and the
other somewhat later, they can be classified, from a psycholinguistic
point of view, as compound or co-ordinate bilinguals, according to
whether the two language-systems are integrated as one at some
fairly deep level of psychological organization or stored separately.
So far, it is not clear whether this i a genuine dichotomy and, if so,
what its neurophysiological implications are (cf. 8.3). In cases of far
from perfect bilingualism, one language will be dominant and the
other subordinate; and it has been suggested that the use of the
subordinate language involves a process of translation from the
dominant language at a fairly superficial, though not necessarily
conscious, level of the psychological programming of utterances.

The classification of bilinguals just given may or may not be well
founded from a psychological, and neurophysiological, point of
view. But it is one that has guided a good deal of recent research. At
the very least, it serves to emphasize the fact that there are many
different kinds of bilingual individuals.

Similarly, there are many different kinds of bilingual communi-
ties: different in respect of whether one language is clearly domi-
nant or not for most members; whether one language is dominant
for some, but not for others; whether some members approximate
to perfect bilingualism or not; whether both languages are acquired
simultaneously or not; and so on. However, regardless of all these
differences, there is one thing that most, if not all, bilingual commu-
nities have in commaon; a fairly clear functional differentiation of
the two languages in respect of what many sociolinguists refer to as
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domains. For example, one such domain might be the home, this
being defined in terms, not simply of the actual place where the
conversation occurs, but also of the participants, the topic of con-
versation, and other relevant variables. Thus one language might
be the language of the home, in the sense that it would always be
used in talking informally with other members of the family at home
about domestic matters. However, another language might be used
outside the home, or inside the home when strangers are present
(even though they might well be bilingual too) or when the topic of
conversation is other than domestic. This notion of the domain
(which can be seen as subsuming a number of typical identifiable
and recurrent situations) is intuitively attractive, And much of the
theoretical and descriptive work in sociolinguistics inspired by
Fishman (1965) attempted to identify the variables that define
such intuitively recognizable domains for particular societies,

A situational change in the value of one of the variables that
define a domain may result in code-switching. For example, two
people conducting business in English in Tanzania might suddenly
switch to Swahili or, if they are fellow-members of the same ethnic
and linguistic subgroup, to a local vernacular, when the topic of
conversation changes from business proper to more personal mat-
ters. The same kind of code-switching has been noted in many
bilingual communities: in India, between English and Hindi/Urdu,
Bengali, Tamil or one of the many other local languages; in Para-
guay, between Spanish and Guarani; in the Puerto-Rican commun-
ity in New York, between English and Spanish; and so on.

S0 far in this section, we have been talking as if the difference
between one language and another is always as clear-cut as it is in
the case of English and French, Spanish and Guarani, Hindi/Urdu
and Tamil, etc. It is not. First of all, the application of the term
‘language’ in relation to the term ‘dialect’ is subject to a variety of
political and cultural considerations. Second, even where the dif-
ference between two standards (whether they are called languages
or dialects) is clear enough, there may be a whole range of in-
termediate socially or geographically determined vernaculars link-
ing them, such that of some it is impossible to say whether they are
more closely related to one standard or the other. For example,
although two different literary standards, Hindi and Urdu,
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emerged in India under British rule in the nineteenth century (and
have become more sharply differentiated since Indian indepen-
dence, with the political division of India and Pakistan), the distine-
tion of Hindi and Urdu as vernaculars, in terms of their structure, is
unrealistic, And there are vernaculars that are intermediate in the
same way between Hindi/Urdu and Bengali or between any two of
the genetically related regional standards that share a common
boundary in the Indian subcontinent. The same is true in many
parts of Europe: in respect of Dutch and Low German (Platt-
deutsch), Italian and (non-standard) French, English and Scots,
Norwegian and Danish, and so on. In much of Western Europe,
education and near-universal literacy, urbanization, increased
mobility and other factors have resulted in the polarization of
neighbouring vernaculars towards the national or regional stan-
dards with which communities associate themselves either politi-
cally or culturally, The fact remains that, even here, if we extend the
coverage of the term ‘bilingualism’ to include competence in two
(or more) non-standard dialects of the same language, on the one
hand, or a standard and non-standard dialect of the same language,
on the other, the distinction between monolingualism and
bilingualism is far from clear.

We shall return presently to this point. Let us first identify a
particular kind of bilingualism (in the extended sense), which lin-
guists, following Ferguson (1959), nowadays call diglossia, There
are many bilingual communities, the members of which regularly
use one dialect for more public or formal purposes and the other in
more informal, colloquial situations. Granted the validity of the
distinction between the formal and the colloquial (which is perhaps
definable for particular societies in terms of relevant domains), we
can distinguish a high (H) and a low (L) dialect in terms of this
purely functional criterion. Often the H dialect will be a literary
standard, and in some cases the kind of literary standard that we call
classical, or a dialect which approximates to it, whereas the L
dialect will be a local vernacular. For example, classical Arabic is
related functionally in this way, as H to L, to several different
colloquial dialects in the several Arabic-speaking countries. Stan-
dard German is similarly related to Swiss German in Switzerland;
Standard French to French Creole in Haiti; Katharevusa to

0.4 Bilingualism, code-switching and diglossia 285

Demaotic (Dhimotiki) in Greece; ete. And of course in much of pre-
Renaissance Europe Latin was the H dialect in relation to the
emergent Romance languages.

In all these cases, it must be emphasized, the distinction between
the H and the L dialect is something other than a difference be-
tween two social dialects. It may well be that in many instances,
only the educated classes are fully competent in both Hand L. In
certain cases, too, for cultural reasons, the H dialect may be
thought of as being, in some sense, a more correct or purer version
of the language itself: this is notably so in respect of classical Arabic,
the sacred language of Islam. However, for those who have suf-
ficient competence in H and L, the use of the one or the other is
determined, not by a person’s social class as such (however this is
defined for the society in question), but by the situation in which he
finds himself. Here, as elsewhere, the distinction between dialects
and styles loses much of its force (cf. 9.6). Structurally (i.e. in terms
of the degree of phonological, grammatical and lexical difference),
Hand L are dialects; functionally, however, they might be regarded
as styles.

Most of the cases of diglossia referred to above are to be found in
communities which, though they satisfy our extended definition of
‘bilingualism’, are normally described as monolingual: as Arabic-
speaking, Greek-speaking, etc. In others, by virtue of the difficulty
of saying what counts, politically or culturally, as a different
language, there may be no definite consensus, even in the commun-
ity itself, as to whether its members are monolingual or not. For
example, there are those who would say that Swiss German is a
distinct language related to, but on a par with, Standard German:
there are others who would disagree. It is more important to recog-
nize what the various cases of diglossia have in common than to
separate them in terms of whether they exist in what are normally
thought of as monolingual communities or not,

We now come, perhaps predictably, to the final point: in addition
to those communities in which diglossia obviously exists and those
in which, no less obviously, it does not, there are many that fall
between the two extremes. For example, French-speaking com-
munities in France are not generally thought to exhibit the
phenomenon of diglossia. But there is a fairly clear-cut distinction



286 Language and society

between the H dialect of Standard French taught at school and used
on formal oceasions, especially in the written medium, and the every-
day colloquial L dialect. The differences are not merely lexical, but
also grammatical and, for some speakers at least, phonological.
Although it is the H dialect that comes closest to the literary
standard, it would be misleading to refer to the L dialect of edu-
cated Parisian circles as a non-standard vernacular.

If the concept of diglossia is applicable in respect of these two
non-vernacular dialects of French, it does not seem to apply, in
most parts of the English-speaking world, to English. There is a
difference to be drawn, of course, between Standard English and
various regional and social dialects. And within Standard English
there are lexical and grammatical differences which correlate with
functional differences on the formal-colloquial scale. But the dif-
ference between the formal and colloguial is less sharp for speakers
of Standard English than it is for speakers of Standard French. And
none of the non-standard dialects (except perhaps for some of the
English-based creoles, if they are classified as English dialects)
stands to Standard English in the relation of L to H. At most, what
we do find are particular individuals who can switch between Stan-
dard English and a non-standard dialect as they move between one
community and another. This is not uncommon, But it hardly
counts as diglossia - or even, given the degree to which the non-
standard vernaculars, and in particular the regional dialects, have
been influenced by Standard English, as bilingualism. Once again,
English-speaking communities turn out to be rather untypical of the
language-communities of the world.

But then — and this is the principal lesson to be drawn so far from
sociolinguistic research — there is no such thing as a typical
language-community. Indeed, there is such diversity among the
English-speaking language-communities that one must be hesitant
about making hasty generalizations about the role that English plays
in the societies in which it is used as the sole, or principal, language.

9.5 Practical applications

One of the points made in our discussion of the distinction between
theoretical and applied linguistics was that, although this distinction
is quite different in principle from the one that holds between
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microlinguistics and macrolinguistics, in most kinds of applied ling-
uistics, including the application of the findings of both theoretical
and descriptive linguistics to the teaching of languages, it is essential
to take a macrolinguistic view (cf. 2.1). Psycholinguistics has much
to contribute to our understanding of how languages are acquired,
as native languages in childhood and as second languages after what
is normally thought of as the critical period for language-acquisition
(cf. 8.4). So too has sociolinguistics — to the extent that the distine-
tion between psycholinguistics and sociolinguistics is anything more
than a matter of methodological preferences and changing
academic fashions (cf. 9.1). In particular, much of what has been
mentioned in this chapter, whether it is looked at from a psycholo-
gical or a sociological point of view, is very relevant to recognized
areas of applied linguistics. To take first the teaching of foreign
languages: although the situation in many parts of the world is now
changing, foreign languages still tend to be taught without due
regard to the difference between written and spoken language, on
the one hand, and standards and vernaculars, on the other, The
teaching of English as a foreign language has been greatly improved
in recent years by the training of specialists in the relevant attitudes
and skills; and they have been provided with reference grammars
and teaching materials containing more accurate information about
formal and colloquial Standard English than was previously
available. The teaching of foreign languages in schools and univer-
sities in the English-speaking world has similarly improved, but not
so far to the same extent.

The teaching of the mother tongue poses problems of a different
order. There is evidence to show that teachers, like most educated
members of the community whatever their own social origins, are
prejudiced, in various ways, against non-standard regional and
social dialects. They may even, unwittingly, judge a child to be of
lower intelligence simply because his dialect (or even his accent) is
broader than that of his peers. The child himself cannot but be
influenced, and to the detriment of his educational prospects, by
negative judgements of this kind. At the very least, therefore, a
better understanding of the nature of the relationship between
standards and vernaculars can reduce unintentional discrimination
and injustice,
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But there are deeper issues involved which sociolinguistic theory
and research can illuminate, even though, in the nature of things, it
cannot salve them — highly topical issues with a political dimension.
It has been argued that children from working-class homes have a
language-deficit by comparison with middle-class and upper-class
children on the grounds: (a) that the non-standard dialect that they
have acquired is deficient by comparison with the standard; and (b)
that there is less discussion, and in general a functionally more
restricted use of language, in the typical working-class home than
there is in the typical middle-class or upper-class home. One version
of the language-deficit theory rests upon the distinction drawn by
Bernstein (1971) between so-called restricted code and elaborated
code. Bernstein's work has been extremely influential among edu-
cationalists, but is highly controversial from a sociolinguistic point
of view. Restricted code is said to be inexplicit and context-
dependent (e.g. to make more use of elliptical expressions and
pronouns, which take for granted the hearer's ability to supply
contextual information) in a way that elaborated code is not.
According to the theory, the working-class child is at a disadvantage
at school, where elaborated code is held to be required because
members of the working class, unlike those of higher social classes,
use only restricted code,

As formulated by Bernstein himself, though not always by his
followers, the distinction between elaborated and restricted code is
not to be equated with the distinction between standard and non-
standard dialects. On the other hand, it correlates with it, in that in
the situations in which the competence of children is put to the test
elaborated standard is compared with restricted non-standard.
Given that the working-class children are likely to be on the defen-
sive when confronted with predominantly middle-class researchers,
they may not do themselves justice in the test situations in which
middle-class children, with greater self-confidence, demonstrate
their apparently greater control of elaborated code. Furthermore,
it is argued by opponents of the theory, there has been a confusion,
in practice if not in principle, of restricted code with non-standard
dialects, because researchers themselves tend to be unaware of the
structural complexity and the communication potential of a non-
standard dialect such as Cockney or Black English. Those who

9.5 Practical applications 28y

maintain that non-standard dialects are not deficient but different,
and that the kind of communicative competence that their users
habitually draw upon is also different from that which, it is alleged,
the schools require of children, have made a strong case against the
language-deficit theory.

Mo one denies, however, that, as things are at present, children
who come to school speaking a dialect that differs significantly from
the standard face a problem that speakers of the standard do not
have. Much of the vocabulary and grammatical structure of the
materials used to teach reading may be unfamiliar to them. This
particular problem can perhaps be alleviated, to some extent, by
using materials carefully constructed to take advantage of the over-
lap between the standard and particular non-standard regional and
social dialects. But this means producing different reading mate-
rials for particular subgroups; and it becomes impracticable in areas
where there is a mobile and mixed population. In most societies, it
would be unacceptable, on social and political grounds, to use a
non-standard dialect as the medium of instruction, except perhaps
orally and to a limited extent in the primary schools. On the other
hand, it is possible to take advantage of the fact that, in respect of
some languages at least, there is an accepted and often unnoticed
range of variation within the standard, This is so, as far as English is
concerned, even though English is quite highly standardized by
comparison with many other languages. It would be unreasonable,
for example, for a teacher to add to the learning problems of a
speaker of a non-standard Edinburgh or Glasgow dialect by insist-
ing that he use the auxiliary verbs in the way that a speaker of
Standard English from the south of England normally does (cf.
Hughes & Trudgill, 1979: 20ff).

The problems are particularly acute for the children of immi-
grants and other ethnic minorities. Torn between two cultures, they
may be imperfectly bilingual in two non-standard dialects. There
are, of course, advantages, as well as disadvantages, in bilingualism
and biculturalism, provided that it does not stand in the way of the
child’s educational and social advancement. It is now more widely
recognized than it used to be, in many countries, that the mother
tongue of ethnic minorities should be supported, rather than dis-
couraged as a barrier to their integration in the wider community.
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What is commonly referred to as language-maintenance is now the
official policy of many countries for some, if not all, of their minor-
ity languages, both indigenous and foreign, However, it is much
easier to formulate this policy, declaring it to be politically and
socially desirable than it is to implement it — or, in particular cases,
even to know how to implement it.

Sociolinguistics — theoretical, descriptive and applied - has
already made a great contribution to our understanding of the
educational, social and political implications of this and other
aspects of language-planning, not only in relation to the developing
countries, but also — and increasingly in recent years — with particu-
lar reference to the needs of ethnic and linguistic minorities in
industrialized societies. It is likely to be making an even greater
contribution in the immediate future. For the so-called language-
problems are part of the much larger problem of social and cultural
discrimination. And this has, for political reasons, become much
mare urgent than it used to be in many countries.

9.6 Stylistic variation and stylistics

The notion of stylistic variation was introduced in Chapter 1, where
it was contrasted, on the one hand, with differences of accent and
dialect and, on the other, with differences of medium (cf. 1.7, 1.4).

One way of approaching the phenomenon of stylistic variation is
by considering the fact that a language-system frequently provides
its users with alternative means of saying the same thing. In so far as
this is a matter of choice between lexemes, we can talk about
synonymy. But synonymy, as we have seen, is rarely complete,
and hardly ever absolute (cf. 5.2). Two words or phrases may be
descriptively equivalent, and yet differ in terms of social and
expressive meaning (cf. ‘father’ vs. ‘daddy’). Such incompletely
synonymous expressions may be referred to asstylistic variants: more
precisely, as stylistically non-equivalent variants. Whether they are
said to be semantically, as well as stylistically, non-equivalent de-
pends, of course, on one’s adoption of a broader, rather than a
narrower, definition of ‘meaning’ and 'semantics’ (cf. 5.1).

We also have to reckon with expressions that are completely, but
not absolutely, synonymous: i.e. with expressions that (a) are
semantically equivalent in some, but not all, of their meanings or
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(b) differ with respect to the range of contexts in which they can
occur. Of these other two kinds of non-absolute synonymy it is the
latter — the one which depends upon context — which is most
obviously relevant to the question of stylistic variation. Clearly, if
one of two synonymous expressions cannot occur at all in a particu-
lar context, the question of there being a stylistically significant
choice between alternatives in that context simply does not arise.
However, given that two or more synonymous expressions are
acceptable in a particular context, there are two further possibilities
to be distinguished. Either the expressions in question will differ in
respect of their degree of acceptability, appropriateness and nor-
mality or they will not. If they differ in this respect, we can once
again talk of stylistic variation. If they do not, the variation is
stylistically non-significant: we have a case of what might be called
completely free variation,

Completely free variation, which subsumes complete synonymy,
is relatively rare — especially in literature, where the determinants
of contextual acceptability are more numerous and more diverse
than they are in the everyday, unreflecting use of language, As we
have seen, the term ‘free variation’ is customarily employed by
phonologists to refer to what we may now recognize as a particular
kind of incompletely free variation, in which the notion of func-
tional contrast is restricted to the function of distinguishing one
form from another (cf. 3.4). Linguists of the Prague School have
always taken a broader view of the notion of functional contrast;
and this is consistent with their interest in stylistic variation of all
kinds (cf. 7.3).

Much, if not all, of what is covered by the term ‘context’ is social
and falls within the scope of the sociolinguistically definable notion
of the domain of discourse (cf. g.4). Many authors would include
within the social context of an utterance, not only the more obvious
sociolinguistic variables (status, age, sex of the participants; formal-
ity or informality of the situation; etc. ), but also the author’s feelings
and communicative intentions. I have already suggested that per-
sonality is, at least partly, the product of socialization and that so-
called self-expression is the projection of one socially interpretable
image or another (cf. 9.2). But this suggestion leaves open the
possibility that some individuals are more capable than others of
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exploiting or transcending the social constraints associated with the
use of particular language-systems. There is a long-standing dispute
among literary critics and writers on aesthetics as to the degree to
which the recognizably creative use of language by individual
writers is constrained by social factors. Without prejudice to the
resolution of this dispute, one can make the following purely
definitional point: in so far as stylistic variation is determined, or
conditioned, by the social context, it falls within the scope of the
sociolinguistic concept of register. Other definitions of ‘register’
will also be encountered in the literature. But the one given here is
probably the most generally acceptable.

Stylistic variation in general, and register variation in particular,
is not simply a matter of vocabulary. It also affects grammar and, as
far as the spoken language is concerned, pronunciation. For ex-
ample, elliptical utterances ( Been shopping?, Just wanted to say
“Thanks" for last night, etc.) and tag-questions ( You haven't seen
my pen, have you?, ete.) are more frequent in informal English than
they are in formal English, As for pronunciation, there are more
cases of assimilation, of special allegro forms, etc., in casual collo-
quial speech than there are in a more formal style. Itis important to
realize that the more informal registers of English and of other
languages are rule-governed in essentially the same way as the more
formal registers are. For the most part, these rules are in both cases
immanent rather than transcendent: itis the prescriptive, or norma-
tive, bias of traditional grammar which tends to obscure this fact
and has promoted the view that informal usage is sloppy and unruly
(ct. 2.4).

1t is also important not to confuse the more informal registers of a
language with non-standard dialects of that language (cf. 9.3).
Speakers of Standard English will use the appropriate informal
register in a whole range of recognizably informal situations: chat-
ting with friends or colleagues, taking part in everyday family
meals, and so on. Non-standard dialects may not have the same
register range as the standard, simply because there are many
official or semi-official situations in which non-standard dialects are
not generally employed. As was pointed out earlier, in language-
communities in which diglossia is operative the distinction between
dialects and styles loses much of its force (cf. 9.4). Nevertheless, the
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distinction is in principle valid; and it has not always been respected
in the discussion of such issues as the difference between the so-
called restricted and elaborated codes of a language (cf. 9.5).
Everything that was said earlier about stylistic variation in con-
nection with distinguishable kinds of non-absolute synonymy
applies also to stylistically significant differences of grammar and
pronunciation. For example, questions can be asked in English by
uttering an interrogative sentence or, alternatively, by uttering a
declarative sentence with a distinctive rising-intonation pattern;

(1) Is it raining?
(2) It's raining?

The question-mark attached to (2) is no more than a conventional
representation in written English of its distinctive intonation-
pattern; and linguists may disagree as to whether (2) is a declarative
sentence uttered to ask a question (as I have classified it) or a
particular kind of interrogative sentence. This difference of opinion
is irrelevant to the point being made here. (1) and (2) differ in their
grammatical structure; and as utterances, if not as sentences, they
are partly, but not completely, equivalent. Over and above its
question-asking function, (2) has the additional expressive function
of indicating or revealing the speaker’s surprise, distress, indigna-
tion, etc. Of course, (1) can also have an additional expressive
function, conveyed by the superimposition upon it of a particular
prosodic contour, But it is of itself stylistically more neutral than
(2).

Another kind of contextually conditioned stylistic variation may
be exemplified by

{3} We want Watney’s
in contrast with
(4) What we want is Watney's

Of these, (3) is stylistically neutral and (4), like (2) in contrast with
(1), is stylistically marked (i.e. non-neutral).! In this case, the
stylistic difference between the marked and the unmarked, or

i Watlnc!."s is a well-known brand of beer, marketed for the most part in Britain, and
(4) is one of the slogans used in several advertising campaigns.
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neutral, construction would not generally be attributed to register
variation, It has to do rather with what Prague School linguists have
called functional sentence perspective and others have handled in
terms of the thematic meaning of utterances or their information-
structure {cf. 7.3). Although (3) and (4) are truth-conditionally
equivalent and therefore have the same descriptive, or prop-
ositional, meaning, they are not equivalent with respect to the
contexts in which they would normally occur. One reason why (4) is
more effective as an advertising slogan than (3) would be is that (4)
purports to take for granted, as given in the context, the fact that the
person or persons uttering (4) are known to want something, and
presumably something to drink. (Another reason, of course, is that
the construction that is used in (4) produces, in this instance,
alliteration and assonance.) Much of the stylistic variation that is
handled by linguists in terms of functional sentence perspective, or
thematic meaning, is a matter of word-order or a choice between
different grammatical constructions, together with associated dif-
ferences of stress and intonation, as far as the spoken language is
concerned, -

A speaker’s ability to control the significant differences of regis-
ter and to adjust the structure of his utterances to their context, in
the light of his own communicative intentions, is an integral part of
his linguistic competence: i.e. his knowledge of this or that
language. For example, anyone whose competence in English is
such that he recognizes both

{(5) I have read that book
and
(6) That book 1 have read

as grammatically well-formed, but does not know that (6) is stylisti-
cally marked and is unable to contextualize it is, in this respect, less
competent in English than someone who can use and interpret (5)
and (6) as a native speaker would. Non-native speakers of a lan-
guage frequently reveal themselves as such by their lapses into
stylistic incongruity: for example, by the juxtaposition of two stylis-
tically marked expressions, the one marked as colloguial and the
other as literary. On the other hand, stylistic incongruity can be
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used with deliberate effect by humourists and poets. But this kind of
deviation from the norm merely proves that there is a norm in the
first place. Stylistic incongruity is recognized for what it is and
achieves the effect that it does in relation to the norms of stylistic
congruity.

Recent research has shown that the norms of stylistic congruity
are, for the most part, statistical in nature. For example, although it
is possible to identify certain expressions or constructions as being
formal or informal, the difference between formal and informal
English is not generally a matter of the one containing expressions
or constructions that the other does not. It depends much more on
the ratio of more formal to less formal alternatives in particular
texts and discourses. Speakers do not switch between discrete regis-
ters as they move from one kind of situation, or domain, to another.

It must also be emphasized that what counts as stylistically
marked in relation to what is stylistically neutral will vary according
to the register that is appropriate for particular contexts, It is
customary, in writing scientific papers in English, to avoid active
sentences with first-person subjects (‘I decided to ..., ‘We
selected five specimens from each group . . .°, etc.) and to make
extensive use instead of impersonal passive sentences (‘It was de-
cided that . . . should/would . . ., ‘Five specimens from each group
were selected . . ', etc.). Although the impersonal passive in con-
trast with the first-person active is stylistically marked, not only in
an everyday informal register, but also in most formal registers, the
converse is true of what we may identify as scientific English. This
point is of the greatest importance since the effect that is achieved
by the deliberate use of a stylistically marked expression or con-
struction depends upon its being stylistically marked for the register
of context in which it occurs, not for the language-system as a
whole.

We come now to stylistics as a more or less well-established
branch of macrolinguistics (cf. 2.1). One definition, to which many
would subscribe, might run as follows: stylistics is the study of
stylistic variation in languages and of the way in which this is
exploited by their users. This definition is certainly general enough:
it covers everything that those who use the term ‘stylistics’ would
want to be covered by it. But arguably it covers too much, Under
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this definition, stylistics would be wholly included within socio-
linguistics (broadly construed: cf. g.1) and pragmatics (cf. 5.6).
Some scholars would be happy enough with this interpretation of
‘stylistics’.

More commonly, however, the term ‘stylistics’ is restricted, with
or without further qualification, to literary stylistics: the study of
the language of literary texts. But the terms ‘literary’ and ‘litera-
ture' can also be given a broader or a narrower interpretation.
Literature, as we normally understand the term in our culture, is by
no means upiversal throughout mankind., There is, however, a
more general definition of 'literature’, which does not restrict it to
the written language and does not confine it within the categories
and genres of our own culture, As Bloomfield expressed it (1935:
21-2); "Literature, whether presented in spoken form or, as is now
our custom, in writing consists of beautiful or otherwise notable
utterances.” One might quibble about the terms ‘beautiful’ and
‘notable’; and one must so interpret the term ‘utterance’ that it
covers whole texts, not merely the products of single acts of utter-
ance. However, Bloomfield’s definition has the advantage of get-
ting us to see that what we normally think of as literature in our own
culture is a particular manifestation of something that is found in all
cultures: the recognition that certain utterances and texts are more
worthy of preservation, repetition and commentary than others, by
virtue of their aesthetic or dramatic properties, Literature, in this
sense, is not only culturally universal; it is one of the most important
defining characteristics of cultures, distinguishing one from
another.

Regrettably, there has been something of a rift, in recent years,
between linguistic and literary studies. This is very largely the result
of misunderstanding and prejudice, on the one hand, and the
exaggerated claims of particular linguists and particular literary
critics, on the other, about the aims and achievements of their own
disciplines. Although the misunderstanding and the prejudice en-
dure in many quarters, on both sides, it is being reduced. Linguists
are no longer as assertive as they used to be about the scientific
status of their own discipline (cf. 2.2); and they are more careful in
their formulation of the principle of the priority of spoken language
and in their criticism of the literary and prescriptive bias of tradi-
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tional grammar (cf. 1.4, 2.4). And some literary critics at least are
aware that the linguist's insistence that the use of language in
literature is not the only, or even the basic, use of language is
perfectly consistent with their view that the literary functions of
language are especially worthy of study. Indeed, there are now
many scholars, working in the field of literary stylistics, whose
professional interests cover both language and literature, as these
terms are commonly interpreted in our schools and universities.

Only cursory reference has been made to the aims of literary
stylistics in this section, It will be obvious, however, that the general
definition of ‘stylistics’ given above — the study of stylistic variation
in languages and of the way this is exploited by their users - also
covers literary stylistics, at least in principle. For the literary use of
languages can be seen as one in which the exploitation of their
resources at all levels of their structure is particularly effective and
creative. Stylistic incongruity, deliberate ambiguity, the bold use of
metaphor, not to mention alliteration, assonance, metre, rhythm,
etc., which depend ultimately upon properties of the phonic
medium — these are but some of the more obviously linguistic of the
resources that a poet or an orator can draw upon in the production
of “beautiful or otherwise notable utterances”. Literary stylistics
sets itself the task of describing these resources, Ample exemplifica-
tion will be found in the works listed in the suggestions for further
reading,

FURTHER READING

In addition to the ireatments to be found in the more general works listed in
Chapters 1 and 2, the following are recommended as introductory works in
sociolinguistics and/or ethnolinguistics: Bell (1976); Fishman (1970); Hud-
son (1980); Pride (1g971); Trudgill (1974).

Readers include Fishman (1968); Giglioli (1972); Giles (1977); Gumperz
& Hymes (1972); Hymes (1964); Laver & Hutcheson (1972); Pride &
Holmes (1972).

Collections of influential articles by individual scholars include Emeneau
(198a); Ervin-Tripp (1973); Ferguson (1971); Fishman (1972a); Greenberg
(ro71); Gumperz (1971); Haugen {(1972); Hymes (1077); Labov (1972).
On accents and dialects: additionally Bailey & Robinson {1973); Chambers
& Trudgill (1980); Hughes & Trudgill (1979); Trudgill (1978).

On Black English {(in America): additionally Burling (1971); DeStefano
(1973); Dillard {1972); Shuy & Fasold (1973).




208 Language and society

On pidgins and creoles; additionally Hymes (1971); Todd (1974); Valdman
(1977).

On bilingualism, and diglossia: Ferguson (1959); Bell (1976), chapter 5, A
now classic work is Weinreich (1953). See also Vildomee (1963); Haugen
{1973). For some challenging suggestions about the neurophysiological
aspects of bilingualism, cf, Albert & Obler (1978).

On language and social class (with particular reference to the notion of
restricted and claborated codes): additionally Bernstein (1971); Dittmar
(1976); Edwards (1976); Lawton (1968); Robinson (1972); Rosen (1572).
On language planning: additionally Fishman, Ferguson & Das Gupta
{1068); Rubin & Shuy (1971).

On language and nationalism: additionally Fishman {1g972¢),

On stylistic variation: additionally Bailey & Robinson (1973); Crystal &
Davy (1969); Quirk (1968); Turner (1973).

On literary stylistics: additionally Chatman & Levin (1067); Culler (1975);
Fowler (1966); Freeman (rg7o); Halliday & Melntosh (1966); Hough
(1969); Leech (1960); Love & Payne (196g); Quirk (1968); Sebeok ( 1960);
Ullmann (1964); Widdowson (1974).

The educational implications and practical applications of sociolinguistics
and stylistics are considered in many of the works referred to above,
Reference should also be made to works listed in Chapter 2 for applied
linguistics and additionally to such works as Mackey (1g65); Widdowson
(1976, 1978); Wilkins (1972). Two readers that focus specifically on the
educational implications of linguistics, including sociolinguistics and
psycholinguistics, are Cashdan & Grudgeon (1972); Johnson (1976).

QUESTIONS AND EXERCISES

1. Discuss the social significance of differences of accent and dialect within
a language-community, (Do they serve a generally beneficial or harm-
ful purpose, considered from the point of view of (a) society and (b) the
individual?)

2. Explain clearly the difference between RP and Standard English,

3. Linguists and others talk freely about British English, American
English, Australian English, etc. Are they talking about relatively
homogeneous dialects of the same language? What is British Enplish or
American English or Australian English?

4. “A number of British linguists have observed, informally, . . . [that]
increasing numbers of speakers are using constructions such as: He's
played for us last year, They've done that three years ago™ (Trudgill,
1978: 13). Do these uses of the perfect strike you as (a) normal or (h)
odd for Standard English? If they strike you, at least initially, as odd,
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(a) can you say why, and (b} can you devise contexts in which they
would be perfectly acceptable to you? Are there any other uses of the
perfect vs, the simple pastin English where synchronic variation may be
indicative of what may be regarded, diachronically, as language-
change? Students who know French, German, Italian or Modern
Gireek should also consider this question in relation to one or more of
these languages.

. “Language-variation in the individual and language-variation in the

community are two sides of the same coin™ (p. 274). Discuss.

. Explain and exemplify the notion of sociolinguistically relevant

sterentypes.

. Do you agree that personality, in so far as it is expressed in language-

behaviour, is a social phenomenon?

. It has been suggested that all linguistics is, or should be, sociolinguis-

tics, and again that all linguistics is, or should be psycholinguistics.
What do vou think?

. What distinction, if any, would you draw between bilingualism and

diglossia?

Explain what is meant by the standardization of languages. Should it be
encouraged? If so, how?

How do pidgins differ from creoles?

Explain what is meant by code-switching. Does it apply to monolingual
speakers or not?

Give a critical account of Bernstein's theory of restricted and
elaborated codes with particular reference to the language-deficit
hypothesis.

. What is language-planning? Summarize the aims and findings of

one or more of the case-studies referred to in suggestions for further
reading.

“Knowing the conditions under which it would be appropriate to greet
the Prime Minister with Wotcher mate seems to us no more a linguistic
matter than knowing the conditions under which it would be appropri-
ate to wink at him" (Smith & Wilson, 1979: 194). Discuss.

Consider the following three definitions of stylistics:

(a) “Stylistics . . . is the study of the social function of language and is
4 branch of what has come to be called sociolinguistics” (Widdowson,
1974: 202).

(b) “stylistics is that part of linguistics which concentrates on varia-
tion in the use of language, often, but not exclusively, with special
attention to the most conscious and complex uses of language in litera-
ture” (Turner, 1973 7).
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(c} “stylistics is concerned with the expressive and evocative valu

language” (Ullmann, 1962: g). J
Do they define the same range of phenomena? Which do you

and why? What distinction, if any, would you draw between litera

and non-literary stylistics?

10

Language and culture

10.1 What is culture?

The word ‘culture’ (and its equivalent in other European
languages) has several related senses, two of which it is important to
mention and distinguish here.

There is, first of all, the sense in which ‘culture’ is more or less
synonymous with ‘civilization' and, in an older and extreme for-
mulation of the contrast, opposed to ‘barbarism’, This is the sense
that is operative, in English, in the adjective ‘cultured’. It rests
ultimately upon the classical conception of what constitutes excel-
lence in art, literature, manners and social institutions. Revived by
the Renaissance humanists, the classical conception was empha-
sized by thinkers of the eighteenth-century Enlightenment and
associated by them with their view of human history as progress and
self-development. .

This view of history was challenged, as were many of the ideas of
the Enlightenment, by Herder, who said of the German equivalent
of ‘culture’: “'nothing is more indeterminate than this word, and
nothing is more deceptive than its application to all nations and
periods™ (cf. Williams, 1976: 79). He was especially critical of the
assumption that eighteenth-century European culture, dominated
by French ideas and the French language, represented the high
point of human progress. It is interesting to note, in this connection,
that the expression ‘langue de culture’ (literally, “language of
culture”) is commonly employed by French-speaking scholars to
distinguish what are held to be culturally more advanced from cul-
turally less advanced languages. ‘Kultursprache’ is similarly used in
German, Although there is no accepted equivalent in English, the
attitude on which the use of such expressions rests is no less com-
mon in English-speaking societies, As we saw in an earlier chapter,
most linguists nowadays take the view that there are no primitive
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languages (cf. 1.7). However, it is worth looking at this quesl.iun'_
again with particular reference to what one might call the classical
conception of culture. We shall do this below (cf. 10.5). .
Throughout most of this chapter, the word ‘:_:uiture' is “.J beji
interpreted, not in its classical sense, butin what m}ght be descr‘nbe:\_{.i.
loosely as its anthropological sense. Actually, this is thel sense ing
which Herder proposed that the term should be used, but‘u was I‘.Iﬂt-
until about eighty years later that anthropologists writing in En ghsh_:
adopted this usage. In this second sense, ‘culture’ is Empl{}}’ﬂdf
without any implication of unilinear human progress from barh.ar-_
ism to civilization and without any prior value-judgements bemg:l
made as to the aesthetic or intellectual quality of a particular
society’s art, literature, institutions, etc. In this sense gf thfl; term,
which has spread from anthropology to the other social sciences,
every society has its own culture; and different subgroups within a
society may have their own distinctive subculture. Herder's promo=
tion of the word ‘culture’ in this sense was bound up with his thesis
of the interdependence of language and thought, on the one hand,
and, on the other, with his view that a nation’s language and culture
were manifestations of its distinctive national spirit or mind. Many
other writers in the Romantic movement had similar ideas. This is
one strand in the complex historical development of th:z so-called
Sapir-Whorf hypothesis, which dominated all discussion of ]?m- i
guage and culture, as it did of language and thought, a generation
ago (cf. 10.2). _ ‘
Although the term ‘culture’ is now widely employed in the social
sciences, and especially by anthropologists, in the sense tha!‘. has
just been identified, it can be defined, technically, in several differ-
ent ways. According to the definition with which we shall operate,
culture may be described as socially acquired knowledge: i.e. as the
knowledge that someone has by virtue of his I:Hzi.ng a member of a
particular society (cf. Hudson, 1980: 74). Two points rnu1st 1:'-5: made
about the use of the word ‘knowledge' here. First, it is to be
understood as covering both practical and propositional know-
ledge: both knowing how to do something andtknﬂwing that some-
thing is or is not so. Second, as far as propositional knowledge is
concerned, it is the fact that something is held to be true that counts,
not its actual truth or falsity. Furthermore, in relation to most, if not
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all, cultures we must allow for different kinds or levels of truth, such
that for example the truth of a religious or mythological statement is
evaluated differently from that of a straightforward factual report.
Looked at from this point of view, science itself is a part of culture.
And in the discussion of the relationship between language and
culture no priority should be given to scientific knowledge over
common-sense knowledge or even superstition.

It is customary to draw a distinction between cultural and biolo-
gical (i.e. genetic) transmission. As far as language is concerned, it
is quite possible that there is an innate language-acquisition faculty
(cf. 8.4). Whether or not this is so, there is no doubt that one's
knowledge of one's native language is culturally transmitted: it is
acquired, though not necessarily learned, by virtue of one’s mem-
bership of a particular society. Moreover, even if there is a geneti-
cally transmitted language-faculty, this cannot result in the acquisi-
tion and knowledge of a language unless the data upon which the
language-faculty operates are supplied by the society in which the
child is growing up and, arguably, in conditions which do not
seriously affect the child’s cognitive and emational development.
This means that the cultural and the biological in language are
interdependent. Indeed, it will be obvious, on reflection, that one’s
linguistic competence, regardless of its biological basis, comes with-
in the scope of our definition of culture. And it may very well be that
other kinds of socially acquired knowledge — including myth, reli-
gious belief, etc. - have as much of a species-specific biological basis
as language does. This point should be borne in mind when one is
considering the acquisition and structure of language in terms of the
opposition between the biological and the cultural, It is no longer

possible to think in terms of a sharp distinction between nature and
nurture.

10.2 The Sapir-Whorf hypothesis

The great American linguist and anthropologist Edward Sapir
(1884-1939) and his pupil Benjamin Lee Whorf (1897-1041) were
heirs to a tradition in European thought (mediated in all probability
by Franz Boas: 1848-1942) which, as we have seen, played an
important part in the development of structuralism (cf. 7.2). The
tradition goes back at least as far as Herder and had Wilhelm von
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Humboldt as one of its earliest and most influential representati
(cf. 8.1). Itis marked by its emphasis of the positive value of cultur
and linguistic diversity and, generally speaking, its attachment to
the principles of romantic idealism.

Though hostile to the classicism, universalism and excessive in:
tellectualism of the Enlightenment, the Herder—Humboldt tradis
tion has not always carried its hostility as far as proclaiming that
there are no universals of language and culture. Humboldt at least
stressed both the universal and the particular in language. He sa
the structural diversity of languages (their inner form) as the pro-
duct of a universally operative and specifically human faculty of the
mind. It is for this reason that Chomsky could recognize in Hum-
boldt (**who stands directly in the crosscurrents of rationalist and
romanticist thought and whose work is in many ways the culminas
tion as well as the terminal point of these developments'';
Chomsky, 1966: 2) the beginnings of generativism, and more parti-
cularly of his own notion of creativity (cf. 7.4). However that may
be, the version of the Herder-Humboldt conception of the relation
between language and thought to which the label ‘the Sapir—Whorf
hypothesis' was attached by American linguists, anthropologists
and psychologists in the 1950s is usually associated with the thesis
of linguistic relativity. Though not a necessary concomitant of
structuralism as such, this thesis was one of the most conspicuous
features of its American versions, including that of the post-
Bloomfieldian school.

Herder, as we saw earlier, talked of the interdependence of
language and thought (cf. 8.1). Humboldt comes closer to linguistic
determinism. The Sapir-Whorf hypothesis, as it is usually
presented, combines linguistic determinism (*Language deter-
mines thought™) with linguistic relativity (“There is no limit to
the structural diversity of languages™). In its most extreme version,
the Sapir-Whorf hypothesis may be put as follows:

(a) We are, in all our thinking and forever, “at the mercy of the
particular language which has become the medium of expression
for [our| society”, because we cannot but “see and hear and
otherwise experience’ in terms of the categories and distinctions
encoded in language; (b) the categories and distinctions encoded
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in one language-system are unique to that system and incommen-
surable with those of other systems.

It is not clear that either Sapir or Whorf would have subscribed to
the hypothesis in this form. Although I have incorporated Sapir's
own expressions in the above formulation of the thesis of linguistic
determinism, the famous passage from which they come (Sapir,
1047: 162) also contains a number of qualifying expressions which
reduce their force,

It is worth noting that, strongly formulated though it is, the
extreme version of the hypothesis that has just been presented does
not of itself exclude the possibility of bilingualism. One might argue
that the bilingual has two incompatible views of the world and
switches from one to the other as he switches from one language to
the other. However, if true, the hypothesis in its strong form is in
conflict with the evident fact that bilinguals do not manifest any
obvious symptoms of operating with radically incompatible world-
views and often claim to be able to say the same thing in either
language. Translators, too, will agree, very often if not always, that
what has been said or written in one language can be said or written
in another. (The qualification “very often if not always” will be
taken up presently.)

Probably no one these days would defend either extreme deter-
minism or extreme relativity. But there is much to be said in favour
of a weaker — and philosophically less interesting — version of the
Sapir-Whorf hypothesis in which both of its constituent theses are
modified. Let us begin with determinism.

Psychologists” interest in the influence of language on thought
antedates the formulation of the Sapir—-Whorf hypothesis as such. It
had long been known that memory and perception are affected by
the availability of appropriate words and expressions. For example,
experiments have shown that visual memories tend to be distorted
s0 that they are in closer correspondence with commonly used
expressions; and that people tend to notice (and remember) the
things that are codable in their language: i.e. things that fall within
the scope of readily available words and expressions. Codability, in
this sense, is a matter of degree. Something which comes within the
denotation of a common single word (e.g. ‘uncle’ in English) is
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more highly codable than something whose description requires a
specially constructed phrase (e.g. ‘parent’s male sibling’).

It is well known that the vocabularies of languagestend to be, toa
greater or less degree, non-isomorphic (cf. 5.3). To the extent that
this is so, some things will be more highly codable in one language
than they are in another. For example, just as Eskimo is said to have.
no single word for snow, but many different words for different
kinds of snow, it seems that most Australian languages have no
word meaning ‘‘sand™, but several words which denote various
kinds of sand. The reason is obvious enough in each case. The
difference between one kind of snow or sand and another is of great
importance in the day-to-day life of the Eskimo, on the one hand,
and of the Australian Aborigine, on the other. English has no more
specific words than ‘snow’ and ‘sand’. However, skiers, for ex-
ample, who may be as interested as an Eskimo in the various kinds
of snow, can use such expressions as ‘powdery snow’, ‘spring snow’,
etc., which by virtue of frequent use and fixity of denotation within
a particular group approximate to the status of lexemes and make
certain phenomena more highly codable for them than for members
of the English-speaking community at large.

The point that has just been made must be borne in mind,
Codability is not necessarily constant and uniform throughout a
language-community — especially when we are dealing with a com-
munity as complex, as diffuse and as varied as the native speakers of
English. All too often, the correlation of language and culture is
made at a very general level, and with the tacit or explicit assump-
tion that those who speak the same language must necessarily share
the same culture. This assumption is manifestly false in respect of
many languages and many cultures. No less important is the fact
that codability is not simply a matter of the existence of single-word
lexemes, Nevertheless, provided that we do not forget that we are
talking, in principle, of particular groups, rather than of whole
nations, and that the productive resources of the language-system
may enable the members of one group to increase for themselves
the codability of what is of particular concern to them, we may

continue to make use of the concept of codability as if it were a

global property of language-systems.
When the Sapir-Whorf hypothesis was investigated by psycho-
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logists in the 1950s, it was demonstrated that the greater codability
of certain distinctions of colour in one language than in another had
the expected effect on memory and perception. For example,
monolingual speakers of Zuni, an American-Indian language,
which does not encode the difference between orange and yellow,
had more difficulty than either monolingual speakers of English or
Zuni speakers who also knew English in re-identifying, after a
certain period of time, objects of a colour that was readily codable
in English, though not in Zuni. However, the effect was not such
that the Zuni speakers were unable to perceive the difference
between a yellow and an orange object, if they were asked to
compare them,

The experiments in question can be said to have partially
confirmed the Sapir-Whorf hypothesis, but they did not provide
evidence for the strong version of it. And the same is true of other
experiments that were conducted in the 19505 and early 1g6os,
mncluding a particularly interesting experiment that was designed to
test the effect of differences of grammatical, rather than purely
lexical, structure (cf. Slobin, 1971: 131ff), However, they did confirm
a weaker version of the hypothesis: that the structure of one's
language influences perception and recall, And this should not be
forgotten. It may not be surprising that it should be easier to draw
certain distinctions in one language than it is in another. But this is
nevertheless true; and this difference seems to have a limited in-
fluence on perception and memory among languages, and on our
day-to-day thinking.

Since the thesis of linguistic determinism is no longer as inten-
sively discussed as it was a generation ago, it is difficult to know
where the balance of scholarly opinion lies in relation to it. It is
probably fair to say that most psychologists, linguists and philo-
sophers would accept that language does have the kind of influence
on memory, perception and thought that has just been indicated,
but would be sceptical about any stronger version of the hypothesis
that language determines the categories or patterns of thought,
They might well add that much of the argument that Whorf and
others have used in favour of a stronger and metaphysically more
interesting version of the thesis is vitiated by mistranslation and
circularity. For example, Whorf himself claimed that the Hopi
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Indians, whose language lacks the grammatical category of tense,
operate with a radically different concept of time from that with
which speakers of European languages operate. But he gives no
satisfactory independent evidence of differences in their behaviour
or patterns of thought to justify this claim. It is also arguable that he
exaggerated the difference between the grammatical category of
mood in Hopi and what is traditionally classified as tense in Euro-
pean languages. Similarly, the absence of numerals of higher valm&t;
than four in many Australian languages has often been taken as
evidence of the inability of speakers of such languages to cope with'
the concept of number, But it turns out that Australian Aborigines.
who learn English as a second language have no difficulty with the
numerals and can use them to count and perform calculations as
readily as the average native speaker of English (cf. Dixon, 1980;
107). In short, it would seem that, despite assertions to the contrary.
by proponents of extreme determinism, no good reason has yet
been found to jettison the more traditional view, that speakers of
different languages have essentially the same world-view, or con-
ceptual framework, as far as such deeper and philosophically more
interesting concepts as time, space, number, matter, etc., are con-
cerned,

It does not follow, however, that speakers of different languages
have the same world-view in respect of other less basic concepts.
For many of the concepts with which we operate are culture-hound,
in the sense that they depend for their understanding upon socially
transmitted knowledge, both practical and propositional, and vary
considerably from culture to culture, Consider, for example, such
concepts as those of “honesty™, “sin”, “'kinship”, “honour”, etc. It
is an accepted fact that culture-bound concepts of this kind are, to
say the least, more highly codable in some languages than they are
in others. Proponents of the thesis of linguistic relativity would say
that many of the differences of grammatical and lexical structure
found in languages are such that some things that can be said in one
language cannot be said in another language. Is this true?

As we have seen, it is often possible to increase codability by
drawing upon the resources of a language-system and constructing
complex expressions which, by virtue of frequent use in particular
contexts, may then acquire much the same specificity of meaning as
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lexemes, Our examples were ‘powdery snow’, ‘spring snow’, etc.,
for groups of English-speaking skiers. The process of increasing
codability in this way depends upon the productivity of language-
systems and what Chomsky has called rule-governed creativity (cf.
7.4). Itis a process which goes on all the time in everyday language-
behaviour, Many of the complex expressions so constructed come
to be employed more widely (‘arms race’, ‘nervous breakdown’,
‘drug addict’, ‘supply and demand’, ‘survival of the fittest', etc.); and
there comes a time when a lexicographer will say, quite reasonably,
that they have entered the vocabulary in their own right as it were.
This process is one aspect of what was referred to earlier as the
extensibility and modifiability of languages (cf. 1.2). It will be noted
that, although in its initial stages it cannot be said to have had any
effect on the language-system, it eventually results in an extension
to the vocabulary. We obviously must reject any version of the
thesis of linguistic relativity —and by the same token any argument
that purports to refute it — which flies in the face of this kind of
extensibility and modifiability.

Another way of extending the language-system itself is by the
borrowing of lexemes from other languages (cf. 6.4). Of particular
interest, in the present context, however, is so-called loan-
translation. The most obvious kind of loan-translation involves the
translation of the constituent parts of a foreign word or phrase. For
example, once the English phrase ‘summit conference’ had been
more or less lexicalized, first of all in the usage of diplomats and
journalists, by means of the process outlined in the previous para-
graph, it was taken over into many other languages by means of
word-for-word translation: French ‘conférence au sommet’,
German ‘Gipfelkonferenz’, ete,

This example illustrates the further important point that loan-
translation is facilitated by the existence of formally related words,
even though the words in question might not have quite the same
meaning in contexts other than that created by the process of
loan-translation itself. The choice of ‘conférence de presse’, ‘Presse-
konferenz' “press conference” was no doubt influenced by the
existence of their formal relationship with ‘conference’; and all
three words are, diachronically speaking, loan-words from Latin,

As will be explained in a later section, there are subtler and less
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obvious kinds of loan-translation which come about by virtue of
cultural contact (cf. 10.5). The point to be made here is that to.
extend the vocabulary of a language by means of borrowing and ta
modify the meaning of existing words and phrases by means of
loan-translation involve changes in the lexical structure of the
language-system. If this point is conceded, it is readily demon=
strated, not only that some things are more highly codable in some.
languages than they are in others, but that there are certain thin
that cannot be said at all in particular languages, simply because the
vocabulary with which to say them does not exist, For example,
there are thousands of languages in which “They are playing
cricket” cannot be said for this reason, and in all languages, except
English, in which it can be said this is because the word ‘cricket’ of
its meaning has been borrowed and, in most cases, also the word
‘play’ or its meaning. And to modify the vocabulary by borrowing
or loan-translation is to change the language into a somewhal :
different one, It may seem at first sight that this is a rather trivia |
point. But, as we shall see later, it is of greater consequence than li
generally appreciated. For a good deal of what counts as normal
translation is, of necessity, loan-translation. Failure to realize that
this is so has encouraged the view that a higher degree of inter-
translatability holds among languages than is in fact the case (cﬁ
10.5).

It is not only differences of lexical structure (including, most
obviously, lexical gaps: the absence of the appropriate words) that
make exact translation between languages difficult and at times
impossible. Languages can be, and often are, grammatically non-
isomorphic with respect to semantically relevant categories such as
tense, mood, number. The fact that this is so may not be as impor-
tant, from a philosophical point of view, as Whorf and his followers
thought — not to mention such predecessors as Trendelenburg,
quoted earlier (cf. 8.1). But it has much the same consequences, a§
far as translatability is concerned, as does lexical non-isomorphism,

To take a simple example: it is strictly speaking impossible:
translate into Russian (or indeed into most of the world's
languages) any English noun phrase containing the definite article,
since Russian does not grammaticalize the semantic distinction, of
distinctions, that are grammaticalized in English by means of the
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presence or absence of a determiner, on the one hand, and the
opposition between a definite and indefinite article, on the other.
What happens in practice is that the translator usually omits entirely
the information that is carried by the definite article. If this cannot
be recovered from context and is judged to be of such importance
that it must be conveyed in the translation, he is obliged to add
something over and above what is actually said in the original. For
example, he might use a demonstrative adjective meaning ‘‘this’ or
“that”. In most contexts, the demonstrative adjectives in English
and other languages are more specific in meaning than the definite
article is.

Much more striking examples could be given. Boas (1011), in the
immensely influential Introduction that he contributed to the
Handbook of American Indian Languages, emphasized both lexical
and grammatical differences of structure. (It was Boas, inciden-
tally, who here used the example of the several words for snow in
Eskimo, which has since been repeated in innumerable textbooks
and general discussions of language and culture, Boas has several
aother equally persuasive examples of relevant differences of lexical
structure.) As far as grammatical differences are concerned, he
took the simple English sentence *The man is sick’ and showed how
its translation into three different American Indian languages
(Kwakiutl, Eskimo and Ponca) would oblige the translator to add
information (and different information for each language) that is
not contained in the original: for example, to indicate by the choice
of one grammatical category rather-than another whether the
person being referred to is visible to the speaker or not, whether
he is lying on his back, or at rest or moving, and so on; or
again, to indicate whether the speaker himself can vouch for the
information on the basis of direct observation or is relying on
hearsay,

Following Boas, many other linguists, including Sapir and Whorf
in several of their publications, have made the same general point
and have convincingly demonstrated its validity. What has not been
demonstrated, however, is that there is any correlation between
differences of grammatical structure and differences in the mental-
ity of speakers of grammatically different languages. Provided that
we make, and insist upon, this important qualification we must, on



312 Language and culture

present evidence, give our assent to a modified version of the t
of linguistic relativity. A

Since we are primarily concerned with language and culture, |
this chapter, it should be added that by no means all of the lexic
and grammatical differences among languages can be plausibl
attributed to present, or even past, cultural differences among

structure which can be correlated with differences in the cultures
with which particular languages are associated. This point
be illustrated by means of two rather different examples in the
following two sections. We shall then be in a better position 0
evaluate the role that the cultural component plays in determining
the structure of languages.

10.3 Colour-terms

There are several reasons for examining the vocabulary of colour in
connection with the thesis of linguistic relativity. Until recently, it
was the principal domain used by structuralists in order to demon=
strate the fact that human languages are lexically non-isomorphic,
The demonstration is the easier, and its effect the more striking, in_
that one can isolate the purely descriptive meaning of colour-terms
from their expressive and social meaning without much difficulty,
Furthermore, their descriptive meaning seems to be related to the
physical world of everyday experience, in terms of denotation, ina
much more straightforward way than does the descriptive meaning
of lexemes in many other semantic fields (cf. 5.3). It was for this
reason, too, that the vocabulary of colour was chosen by psycho-
logists in the 1950s in their investigation of the Sapir-Whorf
hypothesis (cf. 10.2).

The colour spectrum is a physical continuum. It is also a visual
continuum, in the sense that any one distinguishable colour shades
gradually and, at the limits of visual discrimination, imperceptibly
into its neighbours. For example, blue shades gradually and imper-
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ceptibly, in this sense, into green; green shades into yellow; and so
on. All languages, presumably, furnish their users with words that
enable them to refer to certain areas of this visual continuum; in
English, such basic colour-terms as ‘black’, ‘white’, ‘red’, ‘green’,
‘hlue’, ‘brown’, ete., and such non-basic, or second-level, colour-
terms as ‘turquoise’, ‘vermilion’, ‘puee’, ete. What counts as a basic
colour-term in contrast with a non-basic, or second-level, colour-
term is open to dispute, since there are several possible criteria that
can be applied. For example, ‘orange’, by virtue of its association
with the colour of the fruit, might not be regarded as a basic
colour-term: like ‘lemon’ or ‘apricot’, it would count as non-basic.
On the other hand, other criteria - including frequency of usage as a
colour-term and familiarity of this usage to average members of the
language-community — would certainly lead us to say that ‘orange’ is
i basic colour-term in English. Itis possible that by certain criteria,
some languages have no basic colour-terms at all. However, most
languages do and, on the whole, it is easy enough to decide what
they are. Let us take for granted, then, the distinction between
basic and non-basic colour-terms.

It is a well-known, and undisputed, fact that languages differ in
the number of basic colour-terms that they have. It is also well
known that, independently of this fact, word-{or-word translation
of colour-terms across languages is frequently impossible because
no word in the one corresponds exactly to a word in the other. For
example, there is no word in French that covers exactly what
‘brown’ does in English; there is no single word in Russian, Spanish
or Italian that corresponds to ‘blue’; no single word in Hungarian
that corresponds to ‘red’; and so on. Facts of this kind were fre-
quently cited, until the end of the 1960s, as evidence, not only of the
structural incommensurability, or non-isomorphism, of different
lexical systems, but also of the arbitrariness of the divisions that
different language-systems draw within what we have said is a
physical, and also a visual (i.e. psychophysical), continuum,

Since there is now some reason to doubt whether these divisions
are arbitrary, it is as well to emphasize that the structural incom-
mensurability of the vocabularies of particular langhages in respect
of their basic colour-terms has not been disproved, or even called
into question, For example, the English sentence ‘My favourite
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colour is blue' cannot be translated into Russian (in any ordinary
sense of the term ‘translation’) otherwise than by arbitrarily decid:
ing between ‘sinij’ and ‘goluboj’, roughly ‘““dark blue™ and “lighter
blue™, respectively. In practice, translators are frequently obliged
to make arbitrary decisions of this kind; and for the purpose in hand
it is usually of no consequence. We normally think of translation as
a process which holds constant at least the propositional context of
what is said. But a good deal of ordinary translation does not, and in
the nature of things cannot, do this, '

In 1969 Berlin and Kay published an important book, Basic Color
Terms, in which they produced evidence to show that the similars
ities and differences among languages in respect of the way in which
they divide up the colour spectrum are not as arbitrary as they had
once been thought to be. First of all, they drew attention to the
importance of considering what they called the focal meaning of a
term, rather than its peripheral meaning. As far as colour-terms arg
concerned, their focal meaning can be ascertained by asking speaks
ers to point to what they would take to be a good example of the
colour in question on a colour-chart. It turns out that, if this is dona,
there is a high degree of agreement among native speakers abou_
the focal meaning of the basic colour-terms in their language,
whereas they may have great difficulty in saying where the bound-
ary comes between one term and another or disagree among them-
selves about the results of any attempt to put the boundary at a
particular place in the continuum. For example, English speakers
may not be able to agree where the boundary comes between blug
and green on a colour-chart (or in the application of the words ‘blue’
and ‘green’ in everyday life). But they have no difficulty in saying
what is typical, or focal, blue or green. So far, what Berlin and Kay
discovered is consistent with the view, previously held by most
structuralists, that each language imposes its own arbitrary divi=
sions within the continuum of colour.

However, they also found that different languages tend to agree
as to the focal areas of particular basic colour-terms and that this
holds true independently of the number of colour-terms in the
systems. For example, not only is the focal area for English ‘red’
and French ‘rouge’ the same (English and French each having the
same number of basic colour-terms), but a language with far fewer
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basic colour-terms may have one whose focal area coincides with
that of ‘red’ or ‘rouge’. Even more striking is the fact —if it is a fact—
that there is a universal partial ordering, or hierarchy, among the
potential colour-terms of languages. For example, any language
with only three colour-terms will have terms whose foci correspond
with those for ‘black’, ‘white’ and ‘red’; any languages with six
colour-terms will have, in addition to these three, terms whose foci
are the same as those for ‘green’, ‘yellow’ and ‘blue’. The focus of
the seventh colour-term in a seven-term system is said to be brown,
(French, as noted above, has no single word for brown; but ‘brun’,
with contextual restrictions, and increasingly ‘marron’ can perhaps
be said to denote the focal area of brown.) After that come purple,
pink, orange and grey, but without any ordering within the set: i.e,
one eight-term system might have a term for purple, another a term
for pink, and so on, i

The Berlin-Kay hypothesis has aroused a good deal of con-
troversy, as far as its experimental basis is concerned. But so far,
apart from details that have not been mentioned here, it has stood
up to further empirical tests. There are two general points that can
be made with reference to the hypothesis, both of which are re-
levant to the thesis of relativity and the relation between language
and culture,

The first is that, although there may be a universal substructure in
the vocabulary of colour, there is quite clearly a non-universal
superstructure also. The difference between languages with a re-
latively rich and languages with a relatively poor system of basic
colour-terms still remains. Also, such evidence as there is for a
universal partial ordering in the set of possible basic colour-terms is
restricted, as we have seen, to the six or seven most commonly
labelled colours. Granted that these areas, more precisely the foci
associated with them, are perceptually salient for human beings, by
virtue, in part at least, of their neurophysiological make-up, there
are other non-universal and perceptually less salient areas in the
colour continuum that are given lexical recognition and fully inte-
grated with the universally more salient areas in the colour vocabul-
ary of particular languages. It is quite clear from discussions of
colour by anthropologists, in relation to the Berlin—Kay hypothesis
and independently of it, that cultural, as well as biologically based
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perceptual, saliency plays a role in the identification of colours
terms; and, as we have seen, the biological and the cultural are, in
general, interdependent in the acquisition of language (cf. 8.4).
Finally, there are many everyday uses of colour-terms — and not only
the most obviously symbolic (white for purity, red for danger, blacl
for mourning, ete.) — which are culture-dependent, in the sense th
one cannot acquire them without simultaneously acquiring t
relevant social knowledge, The importance of this fact has been
underestimated by many linguists, psychologists and philosophers
who have discussed the Berlin—Kay hypothesis. What holds for the
vacabulary of colour would seem to hold for any lexical domain that
ane cares to choose, If there is a universal substructure of semantic
distinctions within it, there will also be a non-universal, and perhaps
much more extensive, culture-dependent superstructure.

The second point has to do with the notion of focal areas, or foei,
Although we started by talking about colour as a visual continuum,
it has become clear that there is an important sense in which this is
not true. Human beings are so constituted (as all animals are) as to
respond neurophysiologically to particular stimuli and not to
others. This may be, in part at least, the basis for the greater
saliency of some colour-foci and their universality (ef, Clark &
Clark, 1977: 526f). Such foci serve as the reference-points in rela-
tion to which we impose structure on the rest of the physical
continuum, in 5o far as we do impose structure upon it. And they
serve as prototypes in the acquisition of colour-terms. For example,
we learn the meaning of ‘red’ by first associating it with its focus and
then extending the denotation outwards from its focus over a some-
what indeterminate area. But the prototypical, or focal, meaning of
‘red’ continues to serve as the anchor-point for it thereafter; and we
will tend to associate it with something that is familiar to us in our
everyday environment: for example, ‘red’ might be defined, proto-
typically, in this sense, with reference to blood or fire (as many
dictionaries do indeed define it). Once again, what holds for colour-
terms is also true of the vocabulary in general. The world of ex-
perience does not present itself to us as an undifferentiated conti-
nuum. As we saw in an earlier chapter, it is categorized by us, to a.
certain extent at least, into what are traditionally called natural
kinds (cf. 5.3).
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We also saw, first, that most lexemes in all languages do not
denote natural kinds; and, second, that the denotation of those that
do requires cultural support. The fact that particular substances are
natural kinds by virtue of their physical composition (e.g. salt) or
particular biological species by virtue of their capacity to breed and
reproduce their kind (e.g. tigers) is irrelevant, as far as the lexical
structure of language is concerned, unless these substances and
species are given cultural recognition as such. Recent work, both in
philosophical semantics and in psycholinguistics and sociolinguis-
tics, has drawn attention to the role of culturally established proto-
types for the definition of the meaning of words whether they
denote natural kinds, in the traditional sense of the term, or not.

1.4 Pronouns of addresy

The phenomenon with which we are concerned in this section has
been much discussed, by linguists and others, both for its own sake
and as an instance of a broader range of culturally determined
distinctions in different languages. It has been chosen here because,
at first sight at least, the kind of meaning that is invalved, social and
expressive, is in sharp contrast with the descriptive meaning of
colour-terms.

In most modern European languages, though not in Standard
English (as used by most groups for most purposes), there is a
distinction between what are conventionally called the polite and
the familiar pronouns of address; French ‘vous’ ; ‘tu’; German ‘Sie’
t'du’; Italian ‘lei” : *tu’; Russian ‘vy’ : ‘ty’; Spanish ‘usted’ : ‘tu’; ete,
The origins of this distinction are uncertain, However, it is said to
have had its source in Latin in the later period of the Roman Empire
or the early Middle Ages, and to have been taken over, at various
times, by the other languages. It is quite clearly, in its present
distribution throughout most of the languages of Europe, the result
of borrowing. In fact, there has been borrowing on several levels,
since it was not always taken directly from Latin in the first place
and over the centuries languages having the distinction have come
under the modifying influence of other languages also having the dis-
tinction. Here, as almost always, borrowing is the consequence of
cultural diffusion (cf. 10.5). For convenience and in accord with
what is now common practice, we will refer to the familiar and the
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polite pronouns, regardless of the language we are dealing with, a8
T and V, respectively, 4

Social psychologists have investigated the use of T and V in terms
of the concepts of power and solidarity, on the one hand, and o
reciprocal and non-reciprocal usage, on the other. Generally speak:
ing, we can say that non-reciprocal usage indicates an ac
ledged difference of status. In societies in which non-recipr
usage exists a socially superior, or otherwise more powerful, pers

Europe, and notably in France, the reciprocal use of T among
colleagues and acquaintances has greatly increased in recent yea
at all social levels, but especially among the young and those of &
politically more liberal or left-wing outlook. It is very rare nowas
days, for example, for husbands and wives to use V to one another
or for non-reciprocal usage to exist between parents and children,
However, this was the practice in all upper-class French families in
earlier times; and it has not quite disappeared.

It must be emphasized that the generalizations that have just
been made about the gradual switch from power to solidarity as the
dominant factor in the change that has taken place in T/V usage in
European languages over the last hundred years or so are statistical
in nature. It is certainly not the case that one can predict with
complete accuracy whether two individuals willuse T or V in a given
situation on the basis solely of information about their social class,
age, sex, political affiliations, etc. Also, there are differences within
what appear to be comparable social groups in different countries of -
Europe with respect to the freedom with which T is used. However.
the change described above has undoubtedly taken place at some-
what different times and at different rates.

The example has been chosen to illustrate the fact that there is;

s
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or can be, both synchronically and diachronically, a correlation
between social structure and, not just the vocabulary, but also the
grammatical structure of languages. This correlation is much more
extensive in other languages, such as Japanese, Hindi or Javanese,
than it is in any of the European languages. But it is worth noting
that in Italian and Spanish, unlike say French, German or Russian,
there is in certain grammatical constructions an imperative/sub-
junctive distinction associated with the T/V distinction; that in
certain dialects of Southern Italian there is a further distinction,
within V as it were, of ‘lei’ and ‘voi’; that in some, but not in all, of
the languages with a T/V distinction there is an independent singu-
lar/plural distinction associated with it; and so on. When it comes to
saying what T or V means in a particular language, a lot more detail
has to be given about social structure and social roles than is
covered by the global notions of power and solidarity. Information
must also be given about the interpretation of T and V in the
grammatical structure of each language and their use with or with-
out titles, names and other terms of address. Nevertheless, the
general point is clear: the social and expressive meaning of T and V
is quite obviously culture-dependent; it is a matter of socially ac-
quired knowledge. And the knowledge is practical, rather than
propositional: it falls within the scope of social know-how.

T and V may differ somewhat in meaning from language to
language, Rather striking evidence of this can be found in
nineteenth-century Russian literature, notably in the novels of
Tolstoy (cf. Friedrich, 1968). The point is that diglossia existed at
that time among the members of the Russian anstocracy, French
being the H language and Russian the L language (cf. g.4). When
they spoke French among themselves, they would use V to one
another, regardless of bonds of family or friendship that might unite
them. In this respect they followed upper-class French usage of the
period. But when they spoke Russian, they would use either Tor V,
reciprocally among themselves, non-reciprocally with their social
inferiors and subordinates. Their reciprocal usage was determined
both by long-term and also by short-term factors. The long-term
factor was what has been identified, globally, as solidarity, based on
kinship, friendship, marriage, etc. Its effect was that both men and
women either were or were not on T-terms with each of their
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acquaintances, The short-term factor was the mood or emotion of
the moment: Russian, unlike French for example, allowed one ta
pass quite freely from the long-term T of solidarity and intimacy to a
highly significant short-term V of anger and estrangement; and
also, though this does not concern us here, it allowed short-te m
solidarity to break through the social barriers, as it were, in certain
highly emotional moments and triumph over the long-term non=
reciprocal pattern of usage. 1
Tolstoy was well aware of the differences between the T/V dise
tinction in Russian and French, as it applied to the speech of the
class to which he belonged. Not only did he respect these difs
ferences in his writing, but on occasion he explicitly drew his
reader’s attention to them, The reason why he did this was thaf
especially in the later novels, much of the conversation, though it
appears in Russian in the original, was intended to be understoad 15
if it were French. It is usually possible, on the basis of internal
evidence, including one's knowledge of the snciolinguisti.
variables, to infer whether a particular part of the text is to be
construed as representing French or not. One of the clues is the pro-
noun of address that is employed. For example, in Anna Karenfné,-;_
in dialogues involving any of the principal characters a T-form is
(with just a couple of exceptions, explicable in context) a sure
indication that Russian is being spoken (cf. Lyons, 1980). The use
of a V-form, however, does not of itself imply that the conversation
i$ to be construed as being in French. First of all, not all of the
principal characters are on T-terms with one another, Second, not
only do transitions occur indicating a long-term change from V to T
at identifiable and highly significant points, but, as was mentioned
above, switches from T to V may occur during quarrels conducted
in Russian - reconciliation or tenderness then being indicated by
the return to T,

Russians of the class to which Tolstoy belonged, and for whom he
was writing at the period in question, would respond to these clues
more or less automatically. They were bilingual in Russian and
French and, as far as the T/V distinction was concerned, they used
two quite different and incommensurable systems in their everyday
lives, so that, knowing whether a V-form in the text had the mean-:'
ing of the French V or the Russian V, they would respond unhesi«
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tatingly and for the most part unconsciously to those instances in
which a transition occurs from a Russian V to T or vice versa. Many
of these transitions are of great significance, and some of them, but
not all, are explicitly noted as such by the author. Modern readers
of the work will miss a lot unless they can acquire the sensitivity to
respond appropriately in the way that Tolstoy's own Russian-
speaking contemporaries did.

Now, anyone who reads an English translation cannot but miss
the significant transitions: there is no way of rendering them into
English — other than by using ‘thou’:‘you’ in English to stand
consistently for T:V throughout the text. But this would hardly
count as translation. Nor can anything like the same effect be
achieved by adding terms of endearment or other expressions of
address such as first names, to the text. Standard English transla-
tions occasionally do this. But it can be readily shown that they fail
of their effect (cf. Lyons, 1980).

It might be thought that a French translation could handle the
problem better; and in a sense it can — by doing consistently what
Tolstoy did in reverse. But whereas the Russian reader of Tolstoy’s
day was bilingual in both Russian and French, the average French
reader of Tolstoy is not. And anyone who reads a French transla-
tion which uses ‘vous’ consistently for the Russian vy’ and ‘tu’ for
the Russian ‘ty’ has to interpret some of the pronouns in terms of
the Russian system and some of them in terms of the quite different
French system - not the French system of today but of a hundred
vears ago. He need not be bilingual, but he certainly must be, to a
sufficient degree and in the relevant respects, bicultural.

And this is the point of the example. Most languages, if not all,
exhibit distinctions in their grammatical or lexical structure that
derive what meaning they have by virtue of their correlation with
functional distinctions in the culture, or subculture, in which the
language is used. The meaning is commonly, though not necessar-
ily, social and expressive, rather than descriptive. But what was said
in the previous section about the combination of a possibly univer-
sal substructure with a culture-dependent, non-universal, super-
structure is valid in respect of this kind of meaning also. As we have
seen the Russian T/V distinction differs from the French T/V dis-
tinction. But the difference can be made clear, up to a point, to
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those who know neither Russian nor French in terms of very
general, if not universal, notions having to do with social status,
kinship, love, friendship, etc. In much the same way, anthro-
pologists, sociolinguists and literary commentators can make clear
to others, more or less adequately, the meaning of unfamiliar
culture-dependent expressions of another language. This point
will be taken up and generalized in the following section. What
must be emphasized here, however, is that the ability to explain a
culture-dependent grammatical or lexical distinction, more or less
satisfactorily, by means of another language that does not have the
distinction does not imply that the distinction can be represented
in translation. Metalinguistic explanation must not be confused
with translation.!

10.5 Cultural overlap, cultural diffusion and translatability

Throughout this chapter, and indeed throughout this book, we have
been developing and exemplifying the view that language is both a
biological and a cultural phenomenon. Particular languages, it
would seem, have a universal substructure, certainly in grammar
and vocabulary and perhaps also in phonology, and a non-universal
superstructure, which is not only built upon this substructure, but is
fully integrated with it.

The universal substructure is determined in part by the genetic-
ally transmitted cognitive faculties of the human mind and, no less
important, by genetically determined human drives and appetites;
and in part by the interaction of these biologically determined
cognitive and non-cognitive factors with the physical world as it
presents itself to human beings. Whether there is also a language-
acquisition faculty as such is so far uncertain (cf. 8.4). However, the
process of language-acquisition is such that the biological transmis-
sion of whatever is universal in language is also dependent, for its
success, upon the process of cultural transmission.

As to the non-universal superstructure in languages, this is much
more obviously a matter of cultural transmission — and in two

| The term ‘'metalinguistic’ is commonly employed nowadays to mean " pertaining to
the deseription or analysis of language or of a language" (cf, ‘metalanguage”: 5.6),
It has also been employed by post-Bloomfieldian structuralists, with reference to
the study of languages in their cultural contexts. So both senses are applicable here.
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senses, Not only is this part of linguistic competence transmitted
from one generation to the next by means of a particular society’s
institutions, but what is transmitted is itself an important compo-
nent in that society’s culture. If competence in a particular language
implies the ability to produce and understand sentences of that
language, then it is unquestionably a part of culture: i.e. social
knowledge (cf. 10.1). For much of the meaning of expressions,
including their descriptive as well as their social and expressive
meaning, is non-universal and culture-dependent. This point has
been made with reference to two very different examples in the
preceding two sections. So too, however, has the no less important
point that, although it may be impossible to translate all the sen-
tences of one language into the sentences of another without distor-
tion or makeshift compromises, it is usually possible to get someone
who does not know the language and culture of the original to
understand, more or less satisfactorily, even those culture-
dependent expressions which resist translation into any language
with which he is familiar.

This is possible because, between any two societies, there will be
a greater or lesser degree of cultural overlap, In the limiting case,
this may be no greater than is predictable from what is culturally
universal by virtue of man’s biological make-up and broad similar-
ities of environment in all parts of the habitable world. But for
various reasons, including what anthropologists refer to as cultural
diffusion, the degree of overlap is far from minimal. Generally
speaking, translatability is a function of the degree of cultural
overlap. But, as we saw in the case of the Russian and French
pronouns of address in Tolstoy, even though they cannot be satis-
factorily translated into English, their use can be explained to
monolingual English speakers in terms of fairly general notions that
apply also, though with differences of detail, in the deseription of
our own culture,

The same point could have been made, as far as terms of address
are concerned, in relation to languages with a rich set of honorifics
(e.g. Javanese, Korean, Thai and many languages of South-East
Asia); or languages which, like Japanese, also have honorific pro-
nouns, but make much more use of kin-terms and titles than they do
of pronouns. At first sight, this seems to be very different from
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anything that is found in English-speaking communities. But the
cultural parameters that determine non-reciprocal usage — social
superiority, age, kinship, sex, etc. — are also operative in our own
culture, though to a more limited degree and without the same
effect upon the grammatical structure, as well as the vocabulary, of
English. For example, not only is the reciprocal and non-reciprocal
use of names and titles determined, in many English-speaking
societies, by these same factors, but there are circumstances in
which (as is more generally the case in Japanese) the superior, but
not the inferior, may refer to himself by means of the same kin-term
ot title with which he is addressed (cf. the use of ‘daddy’ or
‘mummy’ or ‘teacher’: Didn't daddy/mummy(teacher tell you to put
vour books away?). Cultural overlap of this kind and to this degree
enables us to understand, in a general sort of way, the descriptions
of the semantic structure of other languages that appear in the
sociolinguistic and anthropological literature (cf. Hymes, 1964). It
would be a mistake to suppose, however, that the general under-
standing of the semantic structure of other languages that can be
acquired in this way is anything more than superficial. Full under-
standing of the several kinds of meaning that are encoded in the
grammar and vocabulary of a language comes only with a full
understanding of the culture, or cultures, in which it operates.
What has just been said is a commonplace, not only of socio-
linguistics and ethnolinguistics, but also of literary criticism. And the
study of selected foreign languages in our schools and universities —
all of which are judged to have the status of languages of culture
(‘langues de culture’: cf. 10.1) in the narrower sense of ‘culture’ - is
traditionally and rightly justified on essentially the same grounds,
Particular languages are associated historically with particular cul-
tures; the languages provide the key to the associated cultures, and
especially to their literature; the languages themselves cannot be
fully understood otherwise than in the context of the cultures in
which they are inextricably embedded; so language and culture are
studied together. The argument cannot be faulted at the level of
general principle. It is of course open to debate whether the more
traditional aims and methods of language-teaching are based on a
sufficiently broad conception of culture. But this is another matter,
Language-learning can and should be geared to particular pur-
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poses. One of these purposes is that of acquiring and participating
as fully as possible in a different culture from the one in which one
has been brought up.

There are certain aspects of the interdependence of language and
culture that are not as widely appreciated as they ought to be. One
of these, which is very relevant to the question of translatability, is
the degree to which cultural diffusion reduces, and at times con-
ceals, semantic differences between languages. The more obvious
linguistic consequences of cultural diffusion have been mentioned
already: borrowing and loan-translation (cf. 10.2). What we are
concerned with is a less readily identifiable kind of loan-translation:
a phenomenon which would not generally be regarded as such. the
more s0 as it is difficult to distinguish it, in many cases, on the one
hand from ordinary translation and on the other from creativity
in the use of language which, though it may not be rule-governed,
falls well within the scope of the ordinary person’s linguistic
competence.,

Let us suppose, for example, that we are translating from Classi-
cal Greek into English and that we are confronted with the word
‘sophia’, This is conventionally translated as ‘wisdom’: and in many
contexts this is, and more often might appear to be, a perfectly
satisfactory equivalent. For example, let us suppose that a sentence
containing the adjective ‘sophos’, related syntactically and semanti-
cally to ‘sophia’ as ‘wise’ is to ‘wisdom’, occurs in the Greek text of
an author like Plato and is rendered into English as ‘Homer was
wiser than Hesiod'. Out of context, someone without either a good
knowledge of Greek or a sufficient knowledge of the social and
cultural background might well interpret this statement as if ‘wise’
were being used with the same meaning asitis in, say, ‘Shakespeare
was wiser than Marlowe’. But is it? Out of context the answer is
uncertain, since ‘sophia’ undoubtedly covers, and would be the
word used to refer to, what we in present-day English would iden-
tify as wisdom. But ‘sophia’ and ‘wisdom’ do not have the same
range of meaning. In many contexts, the best Engiish translation of
the Greek sentence would be ‘Homer is a better poet than Hesiod’,
Indeed, it is arguable that this comes closest to what the Greek
means when ‘sophos’ is being used in its prototypical sense. If a

shoemaker or carpenter is good at his job, he is just as readily called
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‘sophos’ as a good doctor, poet or statesman is. One might argue
that no one could be a good statesman, or possibly a good doctor,
unless he were wise, but what we normally call wisdom in English is
certainly not an essential attribute of the good shoemaker, carpen-
ter or poet.

But translations from one language into another cannot always
respect normal usage. If someone is translating one of the many
passagesin the dialogues of Plato in which the question atissue, as it
is traditionally formulated in English, is “Is virtue teachable?"
(related to the famous Socratic paradox *“No one does wrong know-
ingly” and to many other equally famous theses, not only of
Greek philosophy, but of the whole Western philosophical tradi-
tion that derives from it), he will find himself obliged to use either
‘wisdom’ for ‘sophia’ (and ‘virtue’, or ‘goodness’, for the Greek
‘arete’) or some other word which, whatever it is, will be in-
appropriate, in its normal sense, in many of the collocations in
which it occurs, If he does not translate it consistently one way or
another in such passages, the structure of the argument will be
concealed and the examples that are used to support it will lose their
relevance. What this means, in practice, is that translation is rela-
tive to the purpose for which a particular translation is intended and
to the assumed background knowledge of those who will useit. It is
for this reason that so-called literal translation is at times more
appropriate than free translation.

But what is literal translation? In some cases it is the kind of
translation which fails to make adjustments for differences of sym-
bolism and metaphor in the two languages. In many instances,
however, as it would be if ‘sophia’ is translated consistently by
means of ‘wisdom’ (and ‘arete’ by means of ‘virtue') in the passages
of the Platonic dialogues referred to above, it is simply the more or
less deliberate use of loan-translation: the difference between lit-
eral and metaphorical, or symbolic, meaning is not relevant in the
case of the present example, What is involved is a difference in the
descriptive content of words and the culture-dependent prototypes
with which they are associated. Instead of using the English word
‘wisdom’, we might equally well use the Greek word ‘sophia’ in the
English text, It amounts to the same thing; and of course this is what
one might well do in a translation that is designed primarily for the
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use of English-speaking students of philosophy with a sufficient
knowledge of Greek culture but an inadequate knowledge of Greek
for them to read the original text. However, it requires but a
moment’s reflection, reinforced if possible by a little practice in
translation, to see that it is not just the odd word, like ‘sophia’ (or
‘arete’) that creates problems and tends to obliterate the distinction
between loan-translation and ordinary translation. The meaning of
words like *sophia’ and ‘arete’ has been extensively discussed by
virtue of the philosophical importance — and, in the narrower sense
of ‘culture’, the cultural importance — of the texts in which they
appear. One is therefore much more sensitive to the necessity of
translating them with care.

Equally obvious examples can be found in any of the other
classical languages of the world. For example, the Sanskrit word
‘dharma’ can be translated differently in different contexts: by
means of *duty’, ‘custom’, ‘law’, ‘justice’, etc. But its prototypical
meaning, in its later development and as a borrowed word in other
languages, is so heavily culture-dependent, especially in Hindu and
Buddhist societies, that it has been taken over with this meaning
into English and other European languages. Similarly, the word
‘kismet' has been borrowed, through Turkish and Persian, from
Arabic with what might be referred to, briefly, as its prototypical
Islamic meaning. Presumably, these words were taken over as
loan-words because it was felt that to translate ‘dharma’ as ‘duty’
and ‘kismet’ as ‘fate’ or ‘destiny’ would be to fail to represent their
highly important culture-dependent implications. Greek ‘sophia’,
etc., might also have been borrowed into English as such if contact
had been made in modern times with a society in which this Greek
word was used and, let us say, a person’s sophia was held to be
determined, like his dharma in a Hindu society, by his caste. But of
course Greek, both directly and indirectly through Latin, has ex-
erted the same continuous influence on the languages of Europe
that Sanskrit and Arabic have exerted over the centuries upon
many of the languages of Asia and Africa.

Anthropologists face the same problem all the time in relation to
languages which unlike Greek, Sanskrit or Arabic have not served,
on a world-wide scale and for centuries, as languages of acknow-
ledged cultural importance: i.e. as languages of culture in the sense
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of ‘langues de culture’. They must decide whether they should
borrow some word as such from the language of the society that
they are describing (as ‘taboo’ was taken over from one of the
Polynesian languages, Tongan, in the eighteenth century and
subsequently generalized) or use an existing word, and adapt it
more or less deliberately by loan-translation to the purpose of
describing the society that they are dealing with. There is no dif-
ference, in the last resort, between what the anthropologist, or
anyone else, is doing when he extends the meaning of the words of
his native language by loan-translation in this way and what the
translator is doing all the time when he is translating between two
languages outside the area of cultural overlap.

Furthermore, there is no difference, ultimately, between loan-
translation of this more or less deliberate kind and the use that a
native speaker makes of his language as he extends the meaning of
words beyond their prototypical sense in new situations. For ex-
ample, he can bring within the denotation of ‘cap’, *hat’ or ‘bonnet’
various kinds of headgear that might be characteristic of other
cultures, but not his own; he can bring within the denotation of
‘boat’, when he first encounters them, not only canoes, but also
catamarans (whether he also borrows the local words or not); he
can apply the word ‘wedding’ or ‘funeral’ to a wide range of prac-
tices which bear little resemblance to anything that would count,
prototypically, as a wedding or funeral for most speakers of
English,

MNow, it so happens that English and the other major languages of
Europe, as has been emphasized in the chapter on language and
society, are, in many respects, highly unrepresentative of the
languages of the world. English, in particular, has been used in the
administration of an empire of great cultural diversity. It is spoken
as a native language by members of many different ethnic groups
and adherents of many religions, living in various parts of the world.
It is widely employed by anthropologists, missionaties and writers
of all kinds, not only in the description of every known society, but
also in novels, plays, etc., which have their setting in countries and
societies in which English is not normally spoken. This means that
English, to an even greater extent than other European languages,
has been enlarged and modified by loan-translation in almost every
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area of its vocabulary, The correlations between the semantic struc-
ture of English and the cultures of its native speakers are therefore
much more complex and diverse than are the correlations between
language and culture in the-vast majority of human societies. It is
also much easier for a native speaker of English or one of the major
languages of Europe to think that all human languages are inter-
translatable than it would be for a speaker of most other languages.
It is important to keep this point in mind when one is reading
theoretical discussions of the nature of language with examples
taken exclusively from one or other of the major European
languages.

We turn now to the final point. Linguists frequently proclaim, at
least as a working hypothesis, the principle that there are no primi-
tive languages: that all languages are of roughly equal complexity
and are equally well adapted to the communicative purposes they
serve in the societies in which they operate (¢f. 2.4). This principle
does not, of itself, commit the linguist to the view that all languages
are équally suitable for all communicative purposes. Indeed, as we
have just seen, some languages by virtue of their role as world-
languages have a flexibility and a versatility that most languages do
not possess. Other languages, whether they are also world-
languages or not, are associated with culture in the narrower, or
classical, sense of the term (10.1). It would be paradoxical, if not
absurd, to interpret the principle of the equality of languages as
implying that the language that a person speaks has no effect upon
the quality of his intellectual and artistic life, not to mention his
career and economic prospects (cf. 9.5). There are eminently de-
fensible reasons why some languages, rather than others, are widely
taught in our schools and universities. Linguists who insist upon the
equality of languages do not necessarily subscribe to the view that
all cultures are equally worthy of that kind of deliberate diffusion
that we call education. This is a question about which linguists, as
individuals, may have their own personal opinions. There is no
corporate professional view,

FURTHER READING

Generally as for Chapter 9, Of the introductory works mentioned there,
Hudson (1980) and Trudgill (1974) are especially recommended for topics
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dealt with in this chapter; and of the readers, Hymes (1964). Also, see
Burling (1970), an introduction, which covers both sociolinguistics and
ethnolinguistics from an anthropological, rather than a sociological or
social psychological, point of view; and Ardener (1971) for a more com-
prehensive work, Also, for different approaches to ethnolinguistics, Crick:
(1976); Greenberg (1968, 1971); Tyler (196g).
On the Sapir-Whorf hypothesis: additionally Black (1950, 1969); Carroll
(1953b); Cooper (1973), chapter 5; Henle (1958); Hoijer (1954);
Saporta (1961); Slobin (tg71); Whorf (1956).
On the Berlin—Kay hypothesis, codability and semantic prototypes {inr;hlbd=
ing some relevant earlier work, other than that listed above for the Sapir—
Whorf hypothesis in general): Berlin & Kay (1960); Brown (1958a, b);
Clark & Clark (1977); Lloyd (1972); Lyons (1977b: 245-50); Osgood, May
& Miron (1975}, chapter 6; Rosch (1973, 1974, 1975, 1976).
On translation: Brower (1966); Catford (1965); Nida & Taber (1960);
Olshewsky (1969), chapter g; Savory (1957); Steiner (1975). On translating
the bible: Beckman & Callow (1974); Nida (1045, 1964, 1966).
On pronouns of address and the T/V distinction: Adler (1g78); Bruwn_ &
Ford (1961); Brown & Gilman { 1960); Brown & Levinson (1978); Frir:dru.:h
(1968, 1972). A fuller account of Tolstoy’s use of pronouns of address in
Anna Karening can be found in Lyons (1980),
On the ethnography of speaking: Bauman & Sherzer (1974); Goody
(1978); Hymes (1977).
On verbal play and linguistic virtuosity: Bauman & Scherzer (1974); BL}:I-
ing (1g970), chapters 10-11; Hymes (1064}, Part 6. On rapping and playing
the dozens, see the works referred to for Black English in Chapter g and,
maore especially, Abrahams (1974}, On Walbiri antonymic talk, see Hale
(1971).

On literacy and its cultural im
Goody & Watt'(1962).

QUESTIONS AND EXERCISES

portance: Basso (1974); Goody (1068);

1. “Itis . ., . something of a contradiction, an irony at least, that we have
today a general linguistics that justifies itself in terms of understanding
the distinctiveness of man, but has nothing to say, as linguistics, of
human life. The voice is the voice of humanism, of a rational idealism;
the hand, one fears, is the hand of mechanism” (Hymes, ro77: 147)
Comment upon this judgement in the light of your own understanding
of the aims and methodology of linguistics,

. What distinction, if any, would you draw between a biological and a
cultural approach to the study of language?

3. Give a critical account of the Sapir-Whorf hypothesis with particular
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reference to some domain of the vocabulary other than that of
colour.

. Explain and exemplify (with examples other than those in the text) the
process of loan-translation,

- Discuss the validity of the notion of codability and its relevance to the
theses of (a) linguistic relativity and (h) linguistic determinism,

- “Languages differ from one another without limit and in unpredictable
ways" (Joos, 1966: 228). Discuss this assertion with particular reference
to Chomsky's theory of language-universals (cf. 7.4).

- Discuss the applicability of the notion of focal, or prototypical, meaning
to areas of the vocabularies of natural languages other than colour
terminology.

What distinction, if any, would you draw between a literal and a free
translation? Can you give a precise definition of the term ‘literal’ in this
context?

. “All cognitive experience and its classification is conveyable in any
existing language. Whenever there is deficiency, terminology may be
qualified and amplified by loanwords or loan-translations, neologisms
or semantic shifts, and finally, by circumlocutions” (Jakobson, 1966:
234). Comment upon this statement, exemplifying each of the means of
qualification and amplification mentioned and assessing their effect
upon the existing language,

- (a) “The unparalleled range of Bible translating, including as it does,
not only all the major languages of the world but hundreds of *primi-
tive" tongues, provides a wealth of data and background of experience
in the fundamental problems of communication . . " (Nida, 1966: 12).
Why is Bible translation so special? Do the theological views of the
franslator make any difference to what counts, for him, as a faithful
translation? If so, in what respects? (h) How many English expressions
known to you can you identify as having entered the language as the
result of Bible translation? How many of these do you classify, in-
tuitively, as idiomatic, and why? Has Bible translation had any effect
upon the grammatical structure of (i) colloquial and (ii) literary
English?

What sense, if any, do you attribute to the expression ‘language of
culture’ (‘langue de culture’, ‘Kultursprache’)?

Read one of the case-studies in the ethnography of speaking published
or cited in Bauman & Sherzer (1974) and write a 1200 word summary
including a brief commentary of your own.

If you are familiar with a language with a T/V distinction and have
access to native speakers, try to determine and formulate as precisely as
you can the sociolinguistic/stylistic determinants of usage. Evaluate

II.

I2.

3.
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your results in the light of the generalizations made about power and
solidarity in Brown & Gilman (1960), Brown & Levinson (1978) and
the textbooks of sociclinguistics referred to in Chapter g. Is there
anything comparable in the grammar or vocabulary of English?

. How is politeness expressed in English? Discuss this question with

particular reference to (a) greetings and farewells and (b) the use of
names and titles. Is politeness a cultural universal? If not, can it be
seen as a culture-dependent manifestation of something that is truly
universal in language-behaviour?

. "“Speakers of all languages in all parts of the world credit some of their

fellows with superior linguistic skills, and those so recognized are often
paid a special respect” (Burling, 1970: 150). Give an account of one
such kind of linguistic virtuosity (other than what would normally count
as literary composition in our culture): e.g. punning, rhyming and
riddling, and other varieties of verbal play; glossolalia (speaking in
tongues); rapping and playing the dozens (by speakers of Black English
in America); Walbiri antonymic, or upside-down, talk. Discuss the role
that this particular kind of linguistic virtuosity plays in the culture in
which it operates and assess its significance for a general theory of the
structure and use of language,
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